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Foreword

Editing a handbook is an opportunity to organize a fi eld. My marketing colleague, 
Vithala Rao, seems to have been preparing for this for 24 years, judging from his paper, 
‘Review of Pricing Research in Marketing: The State of the Art’, written in 1984.

At its fi nest grain, Vithala’s organization of pricing research starts with 26 chapters 
written by top researchers in areas of their personal expertise. Coverage is remark-
ably comprehensive. The Handbook divides roughly into thirds: Part I – Introduction/
Foundations, Part II – Pricing Decisions and Marketing Mix, and Part III – Special 
Topics, the latter emphasizing recent developments. I am also completely impressed with 
Vithala’s people organizational skills in making 26 chapters with 26 sets of authors and 
reviewers actually happen.

The Handbook takes an active view of pricing, which I applaud. The ‘Introduction’ con-
trasts pricing research in marketing with that in microeconomics, pointing out that mar-
keters are oriented toward achieving the objectives of the fi rm. I relate to this, since I come 
from the OR/MS tradition, which focuses on decision-making and decision support.

The ubiquity of price as a control variable has pursued me all of my marketing life. In 
1969, as a neophyte consultant, I co-built a marketing-mix model at Nabisco for Oreos, 
‘America’s Favorite Cookie’. Our goal was to support marketing management in its 
annual plan. We had monthly historical data with which to calibrate the model. It was 
then I fi rst learned that what many academics were interpreting as a price variable was 
really promotion. Price had not gone away; the marketing mix needs both. I was being 
introduced to pricing research.

To give the reader a taste of Vithala’s Handbook, I sample three chapters:

Chapter 20: ‘Pricing under network effects’ (Liu and Chintagunta)
The hallmark of networks is that they become more valuable to everybody as more people 
join them. Although network effects are as ancient as a middle-east bazaar, the Internet 
has newly thrust them in our faces with innovations such as multi-person online games.

Liu and Chintagunta describe pricing issues under network effects as reported in the 
theoretical literature, including static pricing, dynamic pricing, and nonlinear pricing. 
The authors, however, lament the state of empirical research in the fi eld. To quote them, 
‘we are still not well equipped to provide normative guidance on fi rm’s pricing strategies 
in real industry settings’. Thus one researcher’s problem will be a future researcher’s 
challenge.

Chapter 18: ‘Strategic pricing: an analysis of social infl uences’ (Amaldoss and Jain)
The authors build models of social phenomena that may variously be called conspicuous 
consumption, prestige, or snobbishness. The models focus on two basic social needs: a 
desire for uniqueness on one hand and the countervailing need to conform on the other. 
People buy conspicuous goods not just to satisfy material needs but also because of social 
desires. Firms that produce such goods tend to advertise the exclusivity of their products 
and must fi nd an appropriate pricing strategy for them.
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A summer 2008 example was AT&T Wireless, which became an exclusive channel 
for the Apple’s new iPhone 3G. Big introductory promotions (with high prices for the 
iPhone) produced queues of hundreds of people at Apple stores in shopping malls on 
July 11. I myself was a purchaser (but through AT&T because I was unwilling to wait in 
queue). My self-analysis is that I was briefl y unique and then sank into conformity.

Chapter 19: ‘Online and name-your-own-price auctions: a literature review’ (Park and 
Wang)
The authors review pricing mechanisms that have long been known for selling art objects 
but have suddenly blossomed into multi-billion dollar Internet businesses. The literature 
review is a service to all of us interested in this economically signifi cant area, either for 
research or profi t. The chapter covers recent theoretical, empirical, and experimental 
research on the effect of auction design parameters on outcomes, as well as bidding strat-
egies themselves. The fi eld is rich in results, in part because the theoretical work is well 
balanced by access to fi eld and experimental data.

Perhaps it is the skill of the authors, but I am heartened to see so many concepts and 
phenomena from the foundations of pricing (as covered in earlier chapters), from mar-
keting generally, and from consumer behavior in particular, show up in this excellent 
review.

Challenges ahead
A sub-theme throughout the Handbook is future research opportunities. In looking 
around today, I see many examples of practical pricing problems that seem to beg for 
investigation. Consider the exploding fi eld of advertising on search engines. In the early 
days of the Internet, when people were proclaiming a ‘new economy’, many start-ups 
planned to pay their bills by selling advertising. This dream disappeared in the collapse 
of the Internet bubble. Then Google found a way to make advertising generate signifi cant 
revenue. Its pricing mechanism was auctions. Google’s revenue growth brought it a high 
stock price and a huge market valuation. Now Google competitors are trying to make 
advertising work too. This sounds like a pricing research challenge. The fundamentals 
presented in Vithala’s Handbook will be important building blocks. The world is waiting 
for the right research team.

John D.C. Little
Institute Professor, MIT Sloan School,

Cambridge, MA, USA
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Introduction
Vithala R. Rao

Introduction
There can be little doubt that pricing decisions are predominant among all the marketing 
mix decisions for a product (service or business). Pricing decisions interact with other 
marketing mix decisions and also with the decisions of distribution intermediaries of the 
fi rm.

Pricing research occurs in at least two disciplines of microeconomics and marketing. 
While the pricing research in microeconomics1 is largely theoretical, research in marketing 
is primarily oriented toward managerial decisions. Further, pricing research in marketing 
is interdisciplinary, utilizing economic as well as behavioral (psychological) concepts. 
Research in marketing emphasizes measurement and estimation issues as well. The envir-
onment in which pricing decisions and transactions are implemented has also changed 
dramatically, mainly due to the advent of the Internet and the practices of advance selling 
and yield management. Over the years, marketing scholars have incorporated develop-
ments in game theory and microeconomics, behavioral decision theory, psychological 
and social dimensions, and newer market mechanisms of auctions in their contributions 
to pricing research. Examples include applications of prospect theory, newer conjoint 
analysis methods for measurement of price effects, newer market mechanisms of auc-
tions, use of game theory in dealing with pricing along the distribution channel, and 
models that describe practices of advanced selling and yield management.

This Handbook consists of 26 chapters and is an attempt to bring together state-of-the-
art research by established marketing scholars on various topics in pricing. The chapters 
are specifi cally written for this Handbook. The chapters cover various developments and 
concepts as applied to tackling pricing problems. Based on a thorough academic review, 
the authors have revised their initial drafts of chapters.

Overview of chapters in the Handbook

The chapters are organized into three major parts, labeled Parts I (8 chapters), II (9 
chapters) and III (9 chapters). Part I covers topics that are in some sense fundamental 
to pricing research. Part II covers topics that deal with selected pricing decisions and 
marketing mix, while Part III covers some special topics that are emerging in pricing 
research.

1 The two volumes of published articles on pricing tactics, strategies and outcomes edited by 
Waldman and Johnson (2007) epitomize the signifi cant amount of research in microeconomics. A 
variety of topics is covered in the articles included in these volumes; examples are: pricing product 
line, pricing and consumer learning, collusive behavior, empirical studies of pricing strategies 
leasing and couponing.
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Part I (eight chapters): fundamental topics
The chapter by Rao and Kartono describes the results and analyses of reported use of 
some 19 possible pricing strategies based on a survey among pricing decision-makers 
conducted in three countries. Three most frequently used strategies are the cost-plus, 
price signaling, and perceived value pricing, with considerable differences among the 
three countries. Their chapter also shows the relationships between the reported usage of 
strategies, and several determinants and pricing objectives. These descriptive results may 
form the basis for developing richer mathematical (possibly game-theoretic) models for 
optimal choice of pricing strategies.

Chapter 2, by Jedidi and Jagpal, focuses on the methods for measuring willingness 
to pay (WTP) or reservation price for a product or service, and using those measures in 
various pricing decisions such as bundling, quantity discounts and product line pricing. 
This concept is fundamental to both the theory and practice of pricing. In addition to 
self-stated WTP, the authors discuss methods for estimating WTP from actual purchase 
data, contingent evaluation data, conjoint methods and experimental auctions. They call 
for additional research on comparing the methods as well as developing newer methods. 
One example of a newer method is to measure reservation price as a range (Wang et al., 
2007).

Chapter 3 by Liu, Otter and Allenby describes approaches to measure own- and cross-
price effects particularly when there is a large number of offerings in a product category. 
This problem arises particularly in the retail context. They describe methods to reduce the 
dimensionality of the problem by employing economic theory of choice and demand, and 
Bayesian methods to augment the information contained in the data. Extension to esti-
mating dynamic price effects is a challenging research issue, as identifi ed by the authors.

Chapter 4 by Krishna focuses on the effects of price that cannot be accounted for by 
the intrinsic price itself. These effects, called ‘behavioral effects’, arise due to the way 
individual consumers are infl uenced by price presentation in comparison to an externally 
provided reference price or presentation of a promotional offer as absolute reduction 
in dollars or as a percentage reduction relative to normal price. The author discusses a 
variety of these effects using both laboratory experimental data and data of actual pur-
chases. Clearly more work is possible in this fascinating area.

Chapter 5 by Ratchford deals with consumer search behavior and prices. The author 
reviews empirical studies that support the basic conjecture of Stigler made some 40 years 
earlier, namely that consumer search is costly and that it will create price dispersion. 
The review summarizes theoretical models of optimal search, and describes how costly 
search may affect the behavior of markets. Two of the key results in this literature are that 
price dispersion should exist in equilibrium, and that differences in search costs provide 
a motive for price discrimination. Also, there is heterogeneity of search behavior among 
consumers. The author also reviews the impact of the Internet on price dispersion. As he 
points out, there is need to develop models of pricing and price dispersion that are more 
closely related to actual seller behavior.

Chapter 6 by Chan, Kadiyali and Xiao emphasizes the need to specify appropriate 
assumptions for the behavior of consumers and fi rms to understand market outcomes. 
The resulting structural models suitably estimated will be useful for conducting simula-
tions in determining optimal price policies for a varying set of market conditions. While 
this line of research is distinct from the reduced-form approach often employed in 
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marketing research, it will undoubtedly enrich our understanding of the drivers of market 
prices. The structural approach offers possibilities to incorporate alternative behavioral 
assumptions and alternative ways of interactions among agents. It constitutes a step in 
the right direction for incorporating the impact of competition into pricing research.

Chapter 7 by Thomas and Morwitz describes implications of the anchoring, repre-
sentativeness and availability heuristics on the judgments consumers make on the mag-
nitude of prices of products or services and the order of numerical digits in the prices. 
For example, consumers may judge the differences to be large for pairs with easier com-
putations than for pairs with difficult comparisons. These authors comment that pricing 
managers should decide not only the magnitude of the optimal price but should also pay 
attention to how the digits are arranged. This general area offers opportunities for excit-
ing experimental research.

In Chapter 8, Anderson and Simester discuss the literature on the effectiveness of price 
cues that documents examples of fi rms exploiting their use. A price cue is any marketing 
tactic used to persuade customers that prices (posted) offer a good value. The authors 
review extant literature, document the effectiveness of price cues and present evidence 
for the economic explanation that customers respond to price cues if they lack sufficient 
knowledge of prices and if they cannot evaluate whether prices offer good value.

Part II (nine chapters): pricing decisions and marketing mix
Chapter 9 by Chatterjee provides a comprehensive review of the normative models devel-
oped in the literature on strategic pricing for new products and services that incorporate 
various factors such as consumer learning, diffusion, cost reduction and competition. 
This chapter also contains a review of relevant empirical research on the use of pen-
etration pricing or skimming pricing strategies. There are interesting opportunities for 
building normative models to deal with nontraditional pricing schemes, such as pricing 
to maximize customer lifetime value and auctions on the Internet.

Chapter 10 by Chen reviews developments in pricing a product line, defi ned as the set 
of products or services sold by a fi rm that provide similar functionalities and serve similar 
needs and wants of consumers. The products in the line can be vertically or horizontally 
differentiated, or both. Factors such as customer self-selection and competition are 
included in the models and results reviewed are intuitively appealing. Various directions 
for future research are also suggested.

Chapter 11 by Venkatesh and Mahajan provides a comprehensive review of the design 
and pricing of product bundles, a practice that is growing in the wake of high technology 
and e-Commerce. The authors have drawn a set of guidelines for bundle pricing based 
on a large body of traditional models in the literature as well as newer methodologies. 
Opportunities exist in this area for both behavioral research and analytical modeling.

Chapter 12 by Pauwels and Srinivasan describes the issues involved in pricing of 
national brands relative to store brands (or private label brands) in light of the increasing 
quality equivalence between them. The authors suggest that in most cases national brands 
possess some degree of pricing and market power over store brands. They discuss the 
sources of such power in terms of price premium, volume premium and margin premium, 
and suggest directions for future work.

Chapter 13 by Narasimhan describes the tradeoffs involved in using trade promotions 
versus lowering price or advertising in the B2C markets. The chapter reviews different 
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types of trade promotions, the rationale behind using them, the potential impact on the 
channel partners, and managerial implications. The chapter concludes with several sug-
gestions for future research such as the need to examine the role of trade promotions in 
a fi rm’s overall pricing strategy.

Chapter 14 by Zhang discusses how prices can be customized for specifi c targets. This 
problem has become quite signifi cant due to the unprecedented capability of fi rms to 
store and process past buying information on customers and the ability of fi rms to tailor 
prices to individual customers. The chapter answers such questions as ‘Is target pricing 
benefi cial to fi rms?’, ‘What is the best way of designing incentives if targeted pricing is 
followed?’, and ‘Is target pricing benefi cial to society as a whole?’ Some surprising results 
are discussed, as well as future directions for research in this emerging area.

Chapter 15 by Sudhir and Datta provides a critical review of research in pricing within 
a distribution channel. Specifi cally, the authors review the literature on three decisions, 
which vary in terms of planning horizon, on retail pass-through, pricing contracts and 
channel design. They also review the empirical literature on structural econometric 
models of channels and suggest directions for future research. For example, opportuni-
ties exist to study channel behavior in the presence of nonlinear pricing contracts (the 
topic of Chapter 16) and developing methodologies that endogenize retailers’ decision to 
carry the product.

Chapter 16 by Iyengar and Gupta covers nonlinear pricing and related multi-part 
pricing paradigms, and reviews the extant literature. The authors point out that while 
two-part tariffs may be nearly optimal in many settings, there is a need to examine 
more complex pricing  schemes. They also discuss the challenges involved in analyzing 
pricing schemes due to the two-way relationship between price and consumption (as in 
telephone pricing) and show some approaches to tackling such problems. They present 
some empirical generalizations and identify areas for future research.

Chapter 17 by Seetharaman focuses on how state dependence and reference prices 
affect consumer choices over time and their pricing implications for fi rms competing 
in oligopolistic markets. Based on a review of various econometric models of dynamic 
pricing, he identifi es research opportunities for incorporating reference price effects in 
descriptive models of what fi rms actually do in practice.

Part III (nine chapters): special topics
Chapter 18 by Amaldoss and Jain focuses on how social needs such as prestige infl uence 
purchase decisions. The authors show that snobs can have an upward-sloping demand 
curve only in the presence of consumers who are conformists. They also investigate how 
social needs may infl uence the prices and qualities of the products that consumers choose 
to buy. There are opportunities to extend their one-period game to deal with multi-period 
decisions and also to incorporate reference group effects and brand equity.

Chapter 19 by Park and Wang provides a review of recent research on the emerging 
market mechanism of online auctions. Their survey covers theoretical, empirical and 
experimental research on the effects of auction design parameters of minimum price, buy 
price, and duration, bidding strategies and competition. They also discuss the name-your-
own-price mechanism. They call for additional empirical research on the effects of auction 
design parameters, experiments to study the effects of bidder behavior, and studies on 
bidder learning. Research in this area will undoubtedly proliferate in the future.
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Chapter 20 by Liu and Chintagunta deals with the subject matter of pricing under 
network effects. They review the early literature on static pricing under network effects 
that focused on the effects of price expectations and the multiple equilibria problem. 
They state that penetration pricing has been found optimal under various scenarios. 
Their review of analytical literature of pricing under network effects connects with other 
literatures. Noting that empirical research is scarce in this area, they identify issues that 
limit such research.

Chapter 21 by Xie and Shugan covers how prices should be set under the new para-
digm of advance selling that has been facilitated by developments in technology. They 
discuss how the profi t advantage of advance selling is quite general and is not severely 
restricted by industry structures. They also show that simply offering advance selling 
can improve profi ts because it separates purchase and consumption, which creates buyer 
uncertainty about their future product/service evaluation and removes seller information 
disadvantage. They identify several research opportunities in such areas as the evaluation 
of consequences and profi tability of advance selling in many new situations, and sellers 
offering multiple advance periods.

Chapter 22 by Kimes discusses the strategic role of price in revenue management. 
Revenue management has been practiced in the airline, hotel and car rental industries for 
some time and is receiving attention in other industries such as broadcasting and golf. The 
chapter reviews the literature on models of revenue management allocation and pricing, 
and the practices in industry. There are opportunities to incorporate competitive reac-
tions in such models.

Chapter 23 by Kina and Wosinska discusses the various institutional characteristics 
that affect pricing of prescription drugs. The chapter provides insights on the role of 
various players in this complex price-setting problem. The authors identify three distinct 
areas for future research – clarifying the market, ways to optimize the current system, 
and the infl uence of changes in the regulatory and institutional environment on pricing 
pharmaceutical products. Research opportunities in this topic are considerable.

Chapter 24 by Liu and Weinberg describes how pricing decisions particularly challenge 
not-for-profi t organizations, which have a social rather than a profi t objective function. 
The authors show how the pricing models in the nonprofi t sector are different from those 
of for-profi t businesses. The chapter surveys fi ndings in the theoretical and empirical 
research on nonprofi t organizations. The authors identify special issues in relating con-
structs of consumer taste and willingness to pay commonly employed in pricing models 
for the nonprofi t sector. They describe interesting research opportunities in examining 
the effects of price–quality and product differentiation in the nonprofi t sector.

Chapter 25 by Shoemaker and Mattila focuses on the pricing issues in the services 
sector in general. The authors review how the special characteristics of services such as 
intangibility and simultaneous production and consumption offer unique challenges to 
the fi rm in setting prices. Their framework is an attempt to show how various factors 
affect consumers’ reservation price for a service and how this interacts with the way a 
fi rm can formulate service offers to gain maximum revenues. They provide illustrations 
of practice and suggest research possibilities in this important sector of the economy.

The fi nal chapter, Chapter 26 by Ho and Su, provides a selective review of pricing 
models that are of interest to operations management researchers. The authors review 
developments in four specifi c pricing models, two of which are based on inventory (EOQ 
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and Newsvendor), dynamic pricing models, and queuing models. They show how fi rms’ 
pricing decisions serve as an important lever to shape consumer behavior and optimize 
profi ts. One common theme of this chapter is that consumers respond strategically and 
actively engage in operational decision-making. The authors suggest opportunities to 
extend this line of work to conditions that relax the rationality assumptions.

Research directions
Interestingly, several of the research directions identifi ed in my previous reviews of 
pricing literature (Rao, 1984 and 1993) have been pursued. In a similar manner, I hope 
that the research topics mentioned in the chapters of this Handbook will inspire future 
researchers. It is possible that future research on pricing will be tilted toward the newer 
pricing mechanisms that are aided by technology.
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1  Pricing objectives and strategies: a cross-country 
survey
Vithala R. Rao and Benjamin Kartono*

Abstract
This chapter reports the results of a descriptive study on pricing objectives and strategies based 
on a survey among managers in three countries (USA, India and Singapore). The survey instru-
ment was developed using a conceptual framework developed after an analysis of the extant 
literature on pricing objectives, strategies and factors that infl uence the choice of pricing strat-
egies. Data were collected on fi rms’ utilization of 19 possible pricing strategies, pricing objectives 
and various pricing determinants. The responses were used to estimate logit models of choice of 
pricing strategies. The results reveal interesting differences among the three countries as well as 
the use of different strategies. The implications of this descriptive study for guidance of pricing 
are discussed.

1.  Introduction
Pricing is the only element of the marketing mix that brings revenues to a fi rm. While 
there are extensive theories/models of how a fi rm should price its goods and services, 
descriptive research on how fi rms make their pricing decisions is sparse in the literature. 
One may argue that descriptive research can help model builders in developing more real-
istic models for pricing. Various researchers in the past have been concerned about the 
practice of pricing and the degree to which it departs from theory. Yet our understanding 
of the pricing processes is still in its infancy.

The present chapter attempts to contribute to the descriptive pricing literature by not 
only examining the problem across various industries and countries, but also accounting 
for the effect of another important element of the pricing decision: the company/product 
conditions, market conditions, and competitive conditions that infl uence the pricing 
strategy adopted by the fi rm (collectively labeled as ‘pricing strategy determinants’ by 
Noble and Gruca, 1999). To complete the analysis, we also consider another element that 
can play a part in infl uencing pricing decisions, namely demographic characteristics of the 
fi rms in question as well as those of the individuals within the fi rms. In the sections that 
follow, we review extant descriptive research on pricing, present a conceptual framework 
that illustrates how fi rms determine their choice of pricing strategy, and describe the 
results of an empirical study that we conducted in three countries to assess the applicabil-
ity of the framework.

* We thank Subrata Sen for providing valuable comments on an earlier draft of this chapter, 
and Shyam Shankar for his assistance in analysis of the survey data.
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2.   Selected review of past research
Descriptive research on how fi rms decide on the specifi c strategies1 of pricing is quite 
limited in the literature. Table 1.1 summarizes the main fi ndings of seven studies begin-
ning with the one by Hall and Hitch (1939) and ending with Avlonitis and Indounas 
(2005). All of these studies utilized either mail questionnaires and/or personal interviews 
to obtain data from samples of managers with a view to determining their pricing and 
profi t objectives while pricing their products and services.

1 In the literature, the term ‘pricing method’ is sometimes used in place of the term ‘pricing 
strategy’. For example, Oxenfeldt (1973), Diamantopoulos and Mathews (1995) and Avlonitis and 
Indounas (2005) use the former while articles such as Tellis (1986) and Noble and Gruca (1999) 
adopt the latter. In this chapter, we use both terms interchangeably.

Table 1.1 A summary of past studies on pricing objectives and strategies of fi rms

Author(s) Date Objectives of 
the study

Methodology 
employed

Some fi ndings

Hall and 
Hitch

1939 To determine 
the way business 
executives decide 
what price to 
charge for their 
products

Use of a 
questionnaire 
and lengthy 
interviews 
among 38 
business 
executives

Ten of the fi rms used conventional 
or full cost policy in setting prices, 
and methods for computing full 
cost varied among the fi rms. A large 
fraction of fi rms do not adopt the 
principle of marginal revenue equals 
marginal cost in setting prices. Firms 
take competitor reaction into account 
while pricing their products.

Lanzillotti 1958 To determine the 
pricing objectives 
of a sample 
of large US 
industrial fi rms

Postprandial 
research – 
lengthy 
interviews 
conducted at 
two points in time 
among officials 
of fi rms

Several pricing objectives such as 
achieving a target rate of return, 
stabilization of price and margin, 
realizing a target market share, and 
meeting or preventing competition 
were uncovered in this study.

Shipley 1981 To determine 
pricing and 
profi t objectives 
of British 
manufacturing 
fi rms

Use of a mail 
questionnaire 
sent to a stratifi ed 
sample of sales 
and marketing 
directors listed 
in KOMPASS; 
responses 
obtained from 
728 fi rms

General fi nding that there is a 
considerable heterogeneity of pricing 
and profi t objectives that vary with 
size and number of competitors. 
Firms pursue a multiplicity of 
objectives while pricing their 
products. One-third of the fi rms do 
not list profi t objective.

Samiee 1987 To examine the 
role of pricing in 
marketing plans 
of US- and

Mail survey 
among 104 US- 
and 88 foreign-
based companies

While there are differences in the role 
of pricing among the two groups of 
fi rms, pricing decisions are found to 
be more centrally made
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Table 1.1  (continued)

Author(s) Date Objectives of 
the study

Methodology 
employed

Some fi ndings

foreign-based 
companies 
operating in the 
USA as well 
as how pricing 
decisions are 
made and the 
objectives for 
pricing

and personal 
interviews 
among 
executives 
from 12 such 
companies

in the US-based companies. Pricing 
objectives are found to be similar; 
the major objectives are: satisfactory 
ROI, maintenance of market share, 
reaching a specifi ed profi t goal, 
seeking largest market share, and 
profi t maximization.

Jobber 
and 
Hooley

1987 To examine 
pricing 
objectives 
for both 
manufacturing 
and service 
companies, 
differences by 
stage of market 
evolution, size 
of the fi rm, and 
the relationship 
between pricing 
objectives and 
performance

Mail survey 
among 1775 
members of the 
UK Institute 
of Marketing; 
questionnaire 
developed using 
interviews 
among 150 
executives

Pricing objectives are found to 
vary by stage of market evolution 
and size of the fi rm. For example, 
maximization of current sales 
revenues is found to be more 
important for emerging/new markets 
as compared to growth markets. 
Profi t maximization and market share 
attainment/maximization were similar 
by stage of the market evolution. 
Small and medium-sized fi rms used 
profi t maximization as pricing 
objective more than large fi rms. Both 
positive and negative relationships 
between pricing objectives and 
performance were found.

Noble 
and 
Gruca

1999 To organize the 
existing theories 
of pricing and to 
determine which 
factors account 
for the use of 
specifi c 
strategies

Based on 
extensive 
literature search, 
a questionnaire 
was constructed 
and administered 
to 270 managers 
in industrial 
fi rms in the USA. 
The researchers 
developed logistic 
regression models 
that relate the 
strategy choices 
to a variety of 
factors deemed 
relevant to 
pricing 
strategy.

In general, the authors found that 
managers’ pricing strategy choices 
are consistent with normative pricing 
research. This conclusion applies to 
four specifi c stets of pricing strategies: 
new product pricing, competitive 
pricing, product line pricing and cost-
based pricing. 
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To illustrate, the study by Lanzillotti (1958) utilized personal interviews among officials 
of a purposive sample of 20 large US corporations and attempted to understand various 
goals pursued by their pricing policies. He found that these fi rms had a varied set of goals 
such as increasing market share, maintenance of market share, achieving a ‘fair’ return on 
investment, achieving a minimum rate of return, stabilization of prices, and matching com-
petitor prices. Noble and Gruca (1999) adopted the same basic approach and developed a 
comprehensive list of factors that affect the choice of pricing strategies of fi rms. Further, 
they developed statistical relationships (à la the logit model) between the choice of a pricing 
strategy and a number of determinants of that choice. They identifi ed the factors using 
normative pricing research and other conjectures about the determinants. More recently, 
Avlonitis and Indounas (2005) explored the relationship between fi rms’ pricing objectives 
and their corresponding pricing strategies in the services sector using a sample of 170 Greek 
companies and found clear associations between specifi c strategies and objectives.

Several researchers have studied the issue of price stickiness, which is broadly related to 
that of pricing strategies. The question here is how often fi rms change prices of products 
and services they offer. A signifi cant example of this research theme is the extensive study 
by Blinder et al. (1998), who use interviews among executives to understand why prices 
are sticky in the US economy; their conclusions are that price stickiness is the rule and 
not an exception, and that business executives do not adjust prices based on macroeco-
nomic considerations. There is some ongoing work by Bewley (2007), who is conducting 
interviews among business executives to look at the issue of price stickiness; he reaches a 
somewhat opposite conclusion that price rigidity is far from being the rule and that prices 
for a large volume of trade are fl exible. In contrast to the studies based on interviews, Lien 
(2007) analyzes micro-data at the fi rm level reported in quarterly surveys in Switzerland 
and concludes that inclusion of macroeconomic variables adds only marginally to the 
explanatory power of a price adjustment probability model that includes fi rm-specifi c 
variables. A similar study is reported by Cornille and Dossche (2006), who use Belgian 
data on fi rm-level prices reported for the computation of the Producers’ Price Index and 
fi nd that one out of four Belgian prices changes in a typical month.

Table 1.1  (continued)

Author(s) Date Objectives of 
the study

Methodology 
employed

Some fi ndings

Avlonitis 
and 
Indounas 

2005 To explore the 
association 
between pricing 
objectives and 
strategies in the 
services sector

Personal 
interviews 
involving 170 
companies from 
six different 
service sectors in 
Greece. Logistic 
regression was 
used to assess the 
impact of pricing 
objectives on the 
adopted strategies.

The key pricing objectives adopted 
are fundamentally qualitative 
in nature and determined with 
customers’ needs and satisfaction in 
mind, but the pricing strategies used 
tend to be fi rm-centric, with the cost-
plus method and pricing according 
to average market prices adopted by 
most of the fi rms.
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While these studies have offered a number of insights into how fi rms set prices, more 
empirical research needs to be done to better understand the price-setting process and, 
in particular, the relationship between fi rms’ pricing objectives, pricing strategies and 
other elements of the pricing decision. Indeed, Avlonitis and Indounas (2005) state that 
their extensive review of the literature revealed a lack of any prior work investigating 
the potential association between a fi rm’s pricing objectives and pricing methods, and 
that their work is a fi rst attempt at studying this issue empirically within the context of 
the service industry. The present chapter attempts to further close this gap in the pricing 
literature by studying how fi rms’ pricing strategies may be affected by their pricing objec-
tives and various fi rm, market, and competitive conditions. The study was done on fi rms 
operating in three countries (USA, India, and Singapore) across a variety of industries 
and also examines the relationship between the fi rms’ pricing strategies and selected 
demographic characteristics of the fi rm.

3.  Conceptual framework for pricing decisions
In general, the factors that affect a fi rm’s choice of a pricing strategy can be classifi ed 
under two broad categories: the pricing objectives of the fi rm, and pricing strategy deter-
minants. The latter refers to the various company/product conditions, market and cus-
tomer (consumer) conditions, and competitive conditions that may infl uence the pricing 
strategies adopted. In addition, because the data on pricing choices of fi rms are usually 
collected by the survey method from managers, certain demographic characteristics of 
the individual respondents will also matter. Figure 1.1 shows the conceptual framework 
we adopt in this chapter. It follows the approach of Noble and Gruca (1999), and devel-
ops statistical relationships between the choice of a pricing strategy and various relevant 
factors. Unlike Noble and Gruca (1999), however, in addition to examining the relation-
ship between pricing strategy determinants and the choice of strategy, our framework 
also looks into the effect of pricing objectives as well as respondent and fi rm characteris-
tics (such as the respondent’s degree of infl uence in pricing decisions and the size of the 
fi rm) on the pricing strategy adopted.

We established our list of possible pricing objectives for the fi rm based on Diamanto-
poulos and Mathews (1995, ch. 5). Based on extensive empirical evidence obtained over a 
two-year period from an in-depth study of a large, oligopolistic manufacturing fi rm in the 
medical supplies industry, the authors developed a comprehensive list of possible objectives 
that managers may seek to accomplish through their pricing decisions. Next, we developed 
our list of pricing strategy determinants based on the comprehensive outline given in Noble 
and Gruca (1999). In addition to the determinants studied by the authors, we extended the 
list to include a number of other determinants relevant to the pricing decision. The com-
plete list of pricing objectives and pricing strategy determinants is given in our empirical 
study in the next section. Finally, we developed our list of 19 possible pricing strategies 
which the fi rm can adopt (for both consumer and industrial markets) through a detailed 
review of the pricing strategy literature, in particular Tellis (1986) and Noble and Gruca 
(1999). These strategies2 cover a variety of possible pricing situations such as competitive 

2 Some of these pricing strategies raise legal issues, but such a discussion is beyond the scope of 
this chapter;  see Nagle and Holden (2006) for discussion. 
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pricing, cost-based pricing, new product pricing, product line pricing, geographic-based 
pricing and customer-based pricing. Descriptions of these strategies are given in Table 1.2. 
One ‘new’ strategy that we have included, which has not been extensively looked at in the 
pricing strategy literature, is Internet pricing. We defi ne Internet pricing as the strategy of 
pricing a product differently on the fi rm’s website compared to the fi rm’s other sales outlets 
(for example, fi rms may price their products lower if consumers purchase them online and 
directly from the fi rm because of the reduction in costs obtained from not having to pay 
wholesale and retail margins), and can be thought of as a strategy of pricing differently 
across channels of distribution (with a focus on direct selling through the Internet). Our 
reason for including this pricing strategy stems from the increase in Internet commerce 
that has occurred over the last decade, and we expect this strategy to grow in importance as 
Internet usage and Internet commerce continue to increase across countries and markets.

Pricing
objectives

Firm’s choice of
pricing strategies 

Respondent
and firm

characteristics

Pricing strategy
determinants

Company 
and product 
conditions 

Market and 
customer  
conditions 

Competitive
conditions 

Figure 1.1  The pricing decision: a framework for analyzing a fi rm’s choice of pricing 
strategies
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Our review of the extant literature on descriptive, empirical pricing research suggests 
that ours is the fi rst study that brings together all three key elements of the pricing deci-
sion: the pricing objectives, the pricing strategy determinants and, fi nally, the pricing 
strategies adopted. In a nutshell, pricing strategies are the means by which the fi rm’s 
pricing objectives are to be achieved, while the determinants are the internal and external 
conditions faced by the fi rm that infl uence managers’ choice of pricing strategies. Our aim 
is to obtain a more holistic view of the pricing decision, and provide a better understand-
ing of the relationship between each key element of the decision. In addition, the fact that 
our study was conducted across a number of countries enables us to study any potential 
differences or similarities in pricing decisions made by fi rms in different countries. In the 
next section, we describe our empirical study in detail.

Table 1.2  Pricing strategies and their descriptions

Pricing strategy Description of strategy

 1.  Price skimming We set the initial price high and then systematically reduce it over 
time. Customers expect prices to eventually fall.

 2.  Penetration pricing We set the initial price low to accelerate product adoption.
 3.  Experience curve 

pricing
We set the price low to build volume and reduce costs through 
accumulated experience.

 4.  Leader pricing We initiate a price change and expect other fi rms to follow.
 5.  Parity pricing We match the price set by the overall market or price leader.
 6.  Low-price supplier We always strive to have the lowest price on the market.
 7.  Complementary 

product pricing
We price the core product low when complementary items such as 
accessories, supplies and services can be priced higher.

 8.  Price bundling We offer this product as part of a bundle of several products, 
usually at a total price that is lower than the sum of individual 
prices.

 9.  Customer value pricing We price one version of our product at very competitive levels, 
offering fewer features than are available on other versions.

10.  Cost-plus pricing We establish the price of the product at a point that gives us a 
specifi ed percentage profi t margin over our costs.

11.  Break-even pricing We establish the price of the product at a point that will allow us 
to recover the costs of developing the product.

12.  Price signaling We use price to signal the quality of our product to customers.
13.  Image pricing We offer an identical version of the product at a higher price.
14.  Premium pricing We price one version of our product at a premium, offering more 

features than are available on other versions.
15.  Second market 

discounting
We price this product at very competitive levels for the purpose of 
exporting or selling in secondary markets.

16.  Periodic or random 
discounts

We periodically or randomly lower the price of this product.

17.  Geographic pricing We price this product differently for different geographic markets.
18.  Perceived value pricing We price this product based on our customers’ perceptions of the 

product’s value.
19.  Internet pricing We price this product differently on our Internet website 

compared to the price we charge through our other sales outlets.
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4.  Empirical study
The study was conducted via a survey of fi rms operating in the USA, Singapore and India 
over a period of about a year beginning in November 2003. The cross-country survey was 
done primarily by mail and survey questionnaires were sent out to more than 600 fi rms in 
each country across a variety of industries. A total of 199 usable responses were obtained, 
of which 73 were from fi rms operating in the USA, 54 were from fi rms operating in 
Singapore, and 72 were from fi rms operating in India. The goals of the study were, fi rst, to 
examine the applicability of our framework in describing the relationship between fi rms’ 
pricing objectives, pricing strategy determinants and pricing strategies, and, second, to 
compare the fi rms’ pricing decisions across different countries.

The survey covered products at different stages of the product life cycle (PLC) and 
spanned a number of different industries and product types. Given the nature of the 
method used, we cannot claim a representative sample of the population. But the results 
provide a snapshot of how fi rms make pricing decisions, as illustrated by the pricing 
strategies they adopted, their determinants, and the associated pricing objectives. In this 
section, we fi rst provide a detailed summary of our survey and descriptive statistics of 
the survey results, and then describe our modeling approach for estimating the statistical 
relationships between pricing strategy choice and its determinants for several types of 
pricing strategies. We then present and discuss the results of our estimation and conclude 
by discussing some directions for future research.

4.1  Survey and descriptive statistics
In the survey, the respondents were fi rst asked to name one primary product sold by their 
fi rm in the domestic market, provide some background information about the product, 
and answer all remaining questions in the survey with reference to only the named 
product. Information on the pricing strategies adopted for this product was then col-
lected by asking the respondents to select up to fi ve strategies from a given list of pricing 
strategies and to indicate the relative percentage importance of each selected strategy 
such that the total importance across all selected strategies summed to 100 percent. Next, 
the respondents were presented with a list of possible pricing objectives that their fi rm 
may seek to accomplish by adopting the selected pricing strategies and asked to rate the 
importance of each objective on a fi ve-point scale. Following that, the respondents were 
presented with the list of pricing strategy determinants that may play a part in deter-
mining the kinds of pricing strategies adopted by the fi rm and asked to rate the degree 
to which each condition affects the pricing strategies adopted. Finally, the respondents 
were asked to provide some information on the profi le of the fi rm and their professional 
experience.

Product profi le The product information collected in the survey included the name of 
the product, the price of a unit of the product, the type of product (service or physical 
product), its stage in the PLC, the price of the product relative to the market, and whether 
the product was sold to businesses, end-consumers, or both. About 72 percent of the 
responses obtained were based on physical products, while the rest were based on service 
products such as fi nancial services or business consultancy services. The products were 
mostly in the growth (37 percent) or maturity (54 percent) stages of the PLC, although 
these fi gures differed somewhat across countries. In terms of the price of the product 
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relative to the market, on a fi ve-point scale where 1 5 5 percent or more below the market, 
3 5 same as the market, and 5 5 5 percent or more above the market, the sample mean 
was 3.67, suggesting that most of the products were priced at the same level as or slightly 
higher than the market. This phenomenon was consistent across all three countries, and 
the products concerned were distributed fairly evenly among consumer and business 
markets. Table 1.3 presents a summary of the product profi les.

Pricing strategies Each respondent was presented with the list of 19 pricing strategies 
encompassing a variety of pricing situations. The respondent was asked to select up to 
fi ve pricing strategies from the list and to indicate the relative importance of each selected 
strategy such that they summed to 100 percent. For the sample as a whole, the most fre-
quently used pricing strategy was cost-plus pricing (47.2 percent of fi rms), with a mean 
percentage importance of 37.8 percent. This was followed by price signaling (37.7 percent 
of fi rms, mean importance of 22.6 percent), perceived value pricing (34.2 percent of fi rms, 
mean importance of 33.1 percent), and parity pricing (31.7 percent of fi rms, mean impor-
tance of 36.9 percent). The least frequently used pricing strategies were Internet pricing 
(3 percent of fi rms, mean importance of 12.5 percent) and both break-even pricing (7.5 
percent of fi rms, mean importance of 24.7 percent) and second market discounting (7.5 
percent of fi rms, mean importance of 20 percent). In some cases, the frequency of usage 
and mean importance of certain pricing strategies varied considerably across countries. 
For example, only 9.7 percent of fi rms in India used perceived value pricing, while the 
fi gure was 52.1 percent in the USA and 42.6 percent in Singapore (the mean importance 
of perceived value pricing among fi rms that use this strategy, however, was fairly similar 
across countries and ranged from about 28 percent to 34 percent). Similarly, almost 42 
percent of fi rms in India used parity pricing (mean importance of 43.2 percent), while 

Table 1.3  Product profi le (all fi gures in percentages)

USA Singapore India Full sample

Product type (% physical 
 product)

60.3 68.5 87.5 72.4

Stage of the product life cycle
 Introduction 9.6 9.3 4.2 7.5
 Growth 34.2 22.2 50.0 36.7
 Maturity 54.8 66.7 43.1 53.8
 Decline 1.4 1.9 2.8 2.0
Mean price of product relative 
 to the market*

3.60 3.80 3.66 3.67

Product user
  Individual consumers or 

households
32.9 27.8 31.9 31.2

 Businesses or organizations 42.5 44.4 26.4 37.2
 Both 24.7 27.8 41.7 31.7

Note: * Price relative to market: 1 5 5% or more below the market; 2 5 1 to 4% below the market; 3 5 
same as the market; 4 5 1 to 4% above the market; and 5 5 5% or more above the market.
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only about 30 percent of Singapore fi rms and 23 percent of US fi rms adopted this pricing 
strategy (with mean importance of 26.6 percent and 35.5 percent respectively). Detailed 
information on the usage frequency and mean importance of each pricing strategy are 
provided in Table 1.4a.

Table 1.4b shows the number (and percentage) of pricing strategies adopted (ranging 

Table 1.4a  Usage frequency (percentage of fi rms) and mean percentage importance of 
pricing strategies

Pricing strategy Usage frequency (%) Mean importance (%)

USA S’pore India Full 
sample

USA S’pore India Full 
sample

 1.  Price skimming 13.7 16.7 13.9 14.6 22.5 32.8 21.5 25.3
 2.  Penetration pricing 8.2 18.5 12.5 12.6 25.8 23.0 33.3 27.4
 3.  Experience curve 

pricing
12.3 9.3 11.1 11.1 21.1 32.0 30.6 27.0

 4.  Leader pricing 12.3 13.0 36.1 21.1 35.0 17.1 32.5 30.5
 5.  Parity pricing 23.3 29.6 41.7 31.7 35.5 26.6 43.2 36.9
 6.  Low-price supplier 5.5 9.3 6.9 7.0 27.5 28.0 32.0 29.3
 7.  Complementary 

product pricing
11.0 7.4 5.6 8.0 27.5 17.5 15.0 21.9

 8.  Price bundling 16.4 20.4 8.3 14.6 26.3 27.2 20.5 25.4
 9.  Customer value 

pricing
12.3 18.5 15.3 15.1 15.0 25.0 22.7 21.2

10.  Cost-plus pricing 46.6 42.6 51.4 47.2 41.5 35.1 35.9 37.8
11.  Break-even pricing 6.8 7.4 8.3 7.5 23.0 22.5 27.5 24.7
12.  Price signaling 31.5 48.1 36.1 37.7 21.1 26.5 20.0 22.6
13.  Image pricing 2.7 9.3 5.6 5.5 10.0 14.0 22.5 16.4
14.  Premium pricing 31.5 24.1 29.2 28.6 24.9 21.5 22.6 23.3
15.  Second market 

discounting
4.1 5.6 12.5 7.5 18.3 20.0 20.6 20.0

16.  Periodic or random 
discounts

16.4 22.2 13.9 17.1 23.3 20.8 16.0 20.3

17.  Geographic pricing 13.7 16.7 26.4 19.1 17.8 21.1 18.4 18.9
18.  Perceived value 

pricing
52.1 42.6 9.7 34.2 34.3 32.8 27.9 33.1

19.  Internet pricing 2.7 7.4 0.0 3.0 7.5 15.0 0.0 12.5
20.  Other pricing 

strategies 
15.1 5.6 6.9 9.5 54.3 53.3 47.0 52.2

Notes: The above table may be read as follows. As an example, consider price skimming. The column under 
‘USA usage frequency’ shows that 13.7% of the US fi rms in the sample employ price skimming. Similarly, 
16.7% of the Singaporean fi rms, 13.9% of the Indian fi rms and 14.6% of all the fi rms in the sample use price 
skimming. The column under ‘USA mean importance’ shows that on average, an importance rating of 
22.5% is allocated to price skimming among US fi rms adopting this strategy (relative to any other pricing 
strategies that these fi rms also adopt). Likewise, the mean importance rating for price skimming is 32.8% for 
Singaporean fi rms, 21.5% for Indian fi rms and 25.3% for all fi rms in the sample employing this strategy. The 
percentages in each column do not add up to 100% because each fi rm can select between one to fi ve different 
pricing strategies.
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from one strategy up to fi ve or more) by the fi rms in each country and across the entire 
sample. Less than 5 percent of fi rms in the sample employ only one pricing strategy, and 
indeed, more than half the fi rms in the sample employ at least four different pricing strate-
gies for the (same) product which they were asked to consider in the survey.

Besides choosing from the given list of pricing strategies, the respondents were also 
given an option to describe any additional strategies used by their fi rm that were not 
part of the given list (about 10 percent of respondents provided such information, with 
these strategies having a mean importance of 52.2 percent). These strategies included 
strategies such as contract pricing (where a fi xed price for a certain quantity of purchase 
is agreed upon between the fi rm and the customer), customer segment pricing (where 
prices charged depend on the profi le or characteristics of the customer), channel member 
pricing (where prices depend on recommendations or requirements put forth by the fi rm’s 
distributors in the supply chain), and regulatory pricing (where prices are controlled by 
the government).

In addition, the respondents were asked if the increase in Internet usage among both 
consumers and businesses over the last several years has affected their fi rms’ pricing 
decisions and if their fi rms have developed any new pricing strategies as a result of this 
increase. On the whole, the pricing decisions of 16.2 percent of the fi rms have been 
affected by the increase in Internet usage. Most of these fi rms came from Singapore (29.6 
percent of fi rms) compared to 16.7 percent of fi rms in the USA and 5.6 percent of fi rms in 
India. Overall, about 9 percent of fi rms have developed new pricing strategies due to the 
increase in Internet usage. Most of these fi rms came from the USA and Singapore, where 
about 13 percent of fi rms reported having developed new pricing strategies, compared to 
about 3 percent in India.

Pricing objectives To better understand the role of pricing objectives in the fi rm’s choice 
of pricing strategy, the respondents were presented with a list of 17 possible objectives 
and asked to rate the importance of achieving each objective with regard to the most 

Table 1.4b Frequency and percentage of fi rms using multiple strategies

USA S’pore India Full sample

No. of fi rms employing 1 pricing 
 strategy

  5 (6.8%)   1 (1.9%)   3 (4.2%)   9 (4.5%)

No. of fi rms employing 2 pricing 
 strategies

 11 (15.1%)   9 (16.7%)  18 (25.0%)   38 (19.1%)

No. of fi rms employing 3 pricing 
 strategies

 20 (27.4%)  14 (25.9%)  13 (18.1%)   47 (23.6%)

No. of fi rms employing 4 pricing 
 strategies

 22 (30.1%)  13 (24.1%)  22 (30.6%)   57 (28.6%)

No. of fi rms employing 5 (or more) 
 pricing strategies

 15 (20.5%)  17 (31.5%)  16 (22.2%)   48 (24.1%)

Total  73 (100%)  54 (100%)  72 (100%)  199 (100%)

Note: * Figures in parentheses show the percentage of fi rms employing the stated number of pricing 
strategies as a percentage of the total for that column.
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important pricing strategy they have selected on a fi ve-point scale where 1 represents ‘not 
at all important’ and 5 represents ‘extremely important’. For the sample as a whole, the 
most important objectives were those of increasing or maintaining market share (mean 
importance rating of 4.14) and increasing or maintaining sales volume (mean importance 
rating of 4.16). These were followed by the objectives of increasing or maintaining gross 
profi t margin (mean importance rating of 3.95) and that of increasing or maintaining 
sales revenue (mean importance rating of 3.94). The least important objectives were those 
of avoiding government attention or intervention and undercutting competitor pricing 
(mean importance rating of 1.70 and 1.96 respectively). The complete list of objectives 
and the importance ratings of each pricing objective for each country and for the sample 
as a whole are given in Table 1.5.

Pricing strategy determinants To examine the role of various pricing strategy determi-
nants (expressed in the form of company and product conditions, market and customer 
conditions, and competitive conditions) in infl uencing choice of pricing strategy, the 
respondents were asked to rate the level or intensity of these conditions with regard to 

Table 1.5  Mean ratings of importance of pricing objectives (1 5 not at all important, 5 
5 extremely important)

Pricing objectives US
mean 

importance

Singapore 
mean 

importance

India
mean 

importance

Full sample 
mean 

importance

 1.  Increase or maintain market share 4.21 4.02 4.15 4.14
 2.  Increase or maintain sales volume 4.16 4.17 4.14 4.16
 3.  Project a desired product image 3.57 3.96 3.21 3.55
 4.  Match competitor pricing 2.85 3.19 3.07 3.02
 5.  Increase or maintain money gross 

profi t
3.72 4.02 3.86 3.85

 6.  Maintain level of competition 3.42 3.54 3.18 3.36
 7.  Avoid price wars 2.50 3.09 2.65 2.72
 8.  Increase or maintain sales revenue 4.12 4.00 3.72 3.94
 9.  Maintain distributor support 2.69 2.94 2.60 2.72
10.  Increase or maintain gross profi t 

margin
3.88 4.15 3.88 3.95

11.  Achieve rational price structure 3.06 3.33 2.93 3.09
12.  Erect or maintain barriers to entry 2.28 2.54 2.28 2.35
13.  Increase or maintain liquidity 2.21 2.48 2.46 2.37
14.  Undercut competitor pricing 1.97 1.98 1.94 1.96
15.  Avoid government attention or 

intervention
1.47 1.94 1.74 1.70

16.  Avoid customer complaints about 
unfair prices

2.11 2.61 2.43 2.36

17.  Cover costs 3.57 3.69 3.44 3.56



Pricing objectives and strategies   21

the named product. Company and product determinants included the age of the product, 
issues relating to product design, production costs and capacity utilization, the fi rm’s 
market share and coverage, the profi tability of accompanying and supplementary sales, 
and the number of intermediaries in the supply chain. Market and customer determinants 
of pricing strategies included the sensitivity of the fi rm’s customers to price differences 
between brands, sensitivity of market demand to changes in average price, ease of determin-
ing market demand, market growth rate, customer costs and legal constraints. Competitive 
determinants included the degree of product differentiation between brands, the ease of 
detecting competitive price changes, and market share concentration of the leading fi rms 
in the industry. Table 1.6 presents a summary of the respondents’ mean ratings of these 
pricing strategy determinants, together with the appropriate rating scales.

Table 1.6  Mean ratings of pricing strategy determinants

Pricing strategy determinants Rating scale USA S’pore India Full 
sample

Market conditions
 1.  Sensitivity of customers to 

price differences between 
brands 

1 5 Insensitive, 
7 5 Sensitive

4.92 4.85 4.66 4.81

 2.  Sensitivity of market 
demand to changes in 
average price

1 5 Insensitive, 
7 5 Sensitive

3.85 4.54 4.00 4.09

 3.  Ease of determining market 
demand

1 5 Difficult, 
7 5 Easy

3.86 4.04 4.34 4.08

 4.  Market growth rate 1 5 Low, 7 5 High 3.92 4.00 4.54 4.16
 5.  Customer switching costs 1 5 Low, 7 5 High 3.21 3.94 3.65 3.56
 6.  Customer search costs 1 5 Low, 7 5 High 3.21 3.68 3.06 3.28
 7.  Customer transaction costs 1 5 Low, 7 5 High 2.96 3.47 3.21 3.18
 8.  Impact of the Internet on 

market demand
1 5 Low, 7 5 High 2.15 2.48 1.38 1.98

 9.  Legal constraints 1 5 Low, 7 5 High 2.48 2.28 2.06 2.27

Competitive conditions
10.  Ease of detecting 

competitive price changes
1 5 Difficult, 

7 5 Easy
4.82 4.50 5.12 4.84

11.  Market share 
concentration of the top 
three fi rms in the industry

1 5 Less than 5%, 
7 5 Greater than 80%

5.04 5.09 5.40 5.19

12.  Product differentiation 
between brands

1 5 Low, 7 5 High 4.08 4.09 3.62 3.92

13.  Impact of the Internet on 
competitive conditions

1 5 Low, 7 5 High 2.37 2.68 1.42 2.13

Product/company conditions
14.  Estimated age of product 

in years
7.28 7.61 8.45 7.79

15.  Cost disadvantage due to 
experience curve

Percentage of fi rms 34.2% 27.8% 43.1% 35.6%
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In terms of market and customer determinants of pricing strategy, the results suggest 
that customers are fairly sensitive to price differences between brands as well as to changes 
in the average price. The former is particularly true in the USA and Singapore, possibly 
due to the higher number of alternative brands available to customers in these highly 
developed markets, while the latter is especially so for Singapore, due to the small and 
concentrated nature of its market. All three markets appear to have a moderate growth 
rate. Customer costs (switching, search and transaction costs) are moderately low across 
all three markets. Finally, both the impact of the increase in Internet usage on market 
demand as well as legal constraints on pricing strategies appear to be rather low as well, 
suggesting, for the former, that most customers still employ traditional methods of shop-
ping and purchase, and, for the latter, that government regulations on pricing are not 
too restrictive.

The ratings for the competitive determinants of pricing strategy suggest that it is 
fairly easy for the fi rms surveyed to detect competitive price changes in the market. 
Additionally, oligopolistic competition seems to prevail across all three countries, with 
the top three fi rms in various industries commanding (in total) more than half the market 
share in the industry. Product differentiation between brands appears to be moderate 

Pricing strategy determinants Rating scale USA S’pore India Full 
sample

16.  Cost disadvantage due to 
economies of scale

Percentage of fi rms 35.9% 33.3% 47.2% 39.4%

17.  Capacity utilization 
(relative to other products)

1 5 Low, 7 5 High 4.75 4.71 5.37 4.96

18.  Costs (relative to 
competitors)

1 5 Disadvantage 
7 5 Advantage

4.15 4.28 4.21 4.21

19.  Major product change 
(signifi cance of most 
current design change)

Percentage of fi rms 21.4% 20.4% 13.9% 18.2%

20.  Market coverage Percentage of fi rms 
serving only one 

customer segment 

8.2% 9.3% 2.8% 6.5%

21.  Market share 1 5 Low, 7 5 High 5.19 5.04 5.59 5.29
22.  Per sale/contract pricing 1 5 Low, 7 5 High 0.53 0.57 0.38 0.49
23.  Profi tability of 

accompanying sales 
1 5 Low, 7 5 High 4.34 4.15 3.26 3.89

24.  Profi tability of 
supplementary sales 

1 5 Low, 7 5 High 3.15 3.53 2.64 3.06

25.  Number of intermediaries 
in supply chain

1 5 Low, 7 5 High 2.92 2.69 2.81 2.81

26.  Costs of developing the 
product

1 5 Low, 7 5 High 4.25 4.22 4.48 4.28

27.  Impact of the Internet 
on product/company 
conditions

1 5 Low, 7 5 High 2.73 2.98 1.47 2.34

Table 1.6  (continued)
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and, as before, the impact of the Internet on the competitive conditions faced by the fi rms 
appears to be low.

Finally, in terms of the company and product determinants of pricing strategy, the 
ratings across fi rms in all three markets appear to be moderate and quite similar across 
countries, with a couple of exceptions. The fi rst pertains to the frequency of a major 
product change – more than 20 percent of fi rms in the USA and Singapore report having 
made a signifi cant change in their current product design while the fi gure is about 14 
percent for India. The second pertains to market coverage: the products marketed by the 
Indian fi rms tend to serve multiple customer segments, with only 2.8 percent of Indian 
fi rms reporting that they serve only one segment, vis-à-vis 8.2 percent and 9.3 percent for 
fi rms in the USA and Singapore respectively.

Profi le of fi rms and respondents The fi rms from which the survey responses were 
obtained cover a diverse range of industries and product categories. They also ranged 
from small-scale businesses with fewer than ten employees and annual revenues of less 
than $10 million to large, multinational corporations with several hundred thousand 
employees and billions of dollars in revenue. Most of the respondents surveyed were 
middle or senior managers who have had a signifi cant number of years of managerial 
experience (average of 11.1 years) and have been employed in their present position for a 
considerable period of time (average of 4.5 years). In addition, most respondents have a 
fairly high degree of involvement in their fi rm’s pricing decisions, with an average involve-
ment rating of 5.45 on a seven-point scale where 1 represents ‘not involved at all’ and 7 
represents ‘strongly involved’. Detailed descriptive statistics on the profi le of the fi rms 
and respondents are available from the authors.

4.2  Data analysis and discussion
We examined the relationship between the fi rms’ choice of pricing strategies, pricing 
objectives and pricing strategy determinants by carrying out binary logistic regressions 
with the choice of the pricing strategy as the dependent variable and relevant variables 
representing the objectives, determinants, as well as fi rm and respondent characteristics 
as the explanatory variables. This section describes our data analysis procedure and its 
results.

Modeling approach and estimation Given that we collected a large number of variables in 
the study, we used factor analysis to see if the cumulative set of variables could be reduced 
to a smaller set of orthogonal factors, which would then be used to estimate the binary 
choice models for the different pricing strategies. The factor analysis was conducted sepa-
rately on the groups of variables representing the pricing objectives, the pricing strategy, 
determinants, as well as the characteristics of the fi rm and the respondent.

The factor analysis for the 17 variables representing pricing objectives was relatively 
straightforward. The results shown in Table 1.7 indicate that the 17 objectives can be 
grouped into nine composite objectives, which explains 78.8 percent of the variance in 
the data.

The survey had outlined 27 possible determinants of pricing strategy that may infl uence 
a fi rm’s choice of pricing strategies, broadly classifi ed under three categories of business 
conditions: company and product conditions, market and customer conditions, and 
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competitive conditions. The results of the factor analysis on the 27 variables are shown 
in Table 1.8, and enabled us to simplify the set of 27 measured variables into 12 factors, 
which explains 77.4 percent of the variance in the original variables. All but two of the 
factor loadings are in the expected direction.

In addition to pricing objectives and determinants relating to the business conditions 
under which the fi rms are operating, specifi c demographic characteristics of the survey 
respondent and the fi rm may also play a part in affecting the choice of pricing strategy. 
To account for the effect of such respondent characteristics, we used the size of the fi rm 
and the degree of involvement of the respondent with the fi rm’s pricing decisions as two 
other explanatory variables in the choice model. As with the pricing objectives and deter-
minants, these two variables were based on a factor analysis of the demographic measures 
we collected in the survey.

The net result of the variable reduction exercise yielded 23 variables3 (that affect choice 
of pricing strategy) for the choice model, and is summarized in Table 1.9. In addition, 
we included two dummy variables to take account of the country differences among the 
three countries; one dummy variable to represent US respondents and one to represent 
Singapore respondents.

3 We use variables directly rather than factor scores to retain the specifi c meaning of the deter-
minants of pricing strategies and ease of interpretation.

Table 1.7  Factor analysis of the pricing objectives

Pricing objective Factor loading Name for the factor

 1.  Increase or maintain market share 0.79 Increase or maintain market 
share

 2.  Increase or maintain sales volume 0.85
 3.  Increase or maintain sales revenue 0.73
 4.  Increase or maintain gross profi t dollars 0.83 Increase or maintain profi t 
 5.  Increase or maintain gross profi t margin 0.86
 6.  Cover costs 0.52
 7.  Match competitor pricing 0.70 Competitor-based pricing 
 8.  Undercut competitor pricing 0.84
 9.  Achieve rational price structure 0.82 Rational pricing 
10.  Increase or maintain liquidity 0.58
11.  Maintain level of competition 0.50 Maintain competitive level 
12.  Avoid price wars 0.85
13.  Avoid government attention or 

intervention
0.62 Avoid government attention 

14.  Avoid customer complaints about 
unfair prices 

0.88

15.  Erect or maintain barriers to entry 0.82 Erect or maintain barriers to 
entry 

16.  Maintain distributor support 0.87 Maintain distributor support 
17. Project a desired product image 0.96 Project desired product image
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Our study examined a list of 19 possible pricing strategies, and we focused our analysis 
on six of the most important strategies as chosen by the respondents. We fi rst selected the 
specifi c pricing strategy deemed by each respondent as the one with largest importance 
(out of possible fi ve strategies that could be indicated by the respondent) for the product 
in question. We then identifi ed the following six strategies that are most frequent with 
this criterion; the frequencies of these six strategies are: 53 for cost-plus pricing, 35 for 

Table 1.8  Factor analysis of the measured pricing strategy determinants

Pricing determinants Factor loading Name for the factor

 1.  Impact of Internet on competitive 
conditions faced by fi rm

0.93 Impact of the Internet 

 2.  Impact of Internet on market demand 0.90
 3.  Impact of Internet on product/company 

conditions faced by your fi rm
0.80

 4.  Customer switching costs 0.80 Customer costs 
 5.  Customer search costs 0.76
 6.  Customer transaction costs 0.76
 7.  Cost disadvantage due to experience 

curve
0.92 Cost disadvantages 

 8.  Cost disadvantage due to economies of 
scale

0.91

 9.  Profi tability of accompanying sales 0.84 Other sources of profi t 
10.  Profi tability of supplementary sales 0.74
11.  Sensitivity of customers to price 

differences between brands
0.79 Customer price sensitivity 

12.  Sensitivity of market demand to changes 
in average price

0.78

13.  Legal constraints 0.36
14.  Per sale/contract pricing 0.38
15.  Capacity utilization (relative to other 

products)
0.74 Capacity utilization 

16.  Age of product in years 0.64
17.  Costs relative to competitors 0.58
18.  Market share 0.69 Market share 
19.  Market share concentration of top three 

fi rms in the industry
0.68

20.  Ease of detecting competitive price 
changes

0.52

21.  Number of intermediaries in the supply 
chain

0.39 Intermediaries in the supply 
chain

22.  Product differentiation between brands 20.44 Product differentiation 
23.  Major product change 0.79
24.  Costs of developing the product 0.39 Market development costs 
25.  Market coverage 0.89
26.  Market growth rate 0.89 Market growth rate 
27.  Ease of determining market demand 0.60 Market demand 

determination
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perceived value pricing, 34 for parity pricing, 16 for price signaling, and 14 each for 
premium pricing and leader pricing. We estimated the choice model in the form of binary 
logistic regressions for each of the six pricing strategies. Based on the factor analyses done 
above, there were 25 independent variables: 9 variables were for the objectives of pricing 
strategies, 12 for the determinants of strategy, 2 country variables and 1 variable each for 
the size of the fi rm and the degree of involvement of the respondent. The logistic regres-
sion model was run with all the 25 variables. Consequently, even variables that are not 
signifi cant were a part of the model.

Results and discussion The estimated coefficients for the six pricing strategies are given 
in Table 1.10. This section discusses the estimation results and the observed relationship 
between the key elements of the pricing decision.

COST-PLUS PRICING Cost-plus pricing refers to the pricing of a product at a predetermined 
margin over the product’s estimated production costs. Although it is historically a com-
monly used pricing method, critics have warned against the viability of cost-plus pricing 
as a profi table pricing strategy because not only does it ignore the customer’s valuation of 

Table 1.9  Summary of the various factors affecting the choice of pricing strategy

Category Factors

Pricing objectives Increase or maintain market share
Increase or maintain profi t 
Competitor-based pricing 
Rational pricing 
Maintain competitive level 
Avoid government attention 
Erect or maintain barriers to entry 
Maintain distributor support 
Project desired product image

Pricing strategy determinants Company and product factors
Cost disadvantages
Other sources of profi t
Capacity utilization
Intermediaries in the supply chain
Market and customer factors
Impact of the Internet 
Customer costs
Customer price sensitivity
Market development costs
Market growth
Market demand determination
Competitive factors
Market share 
Product differentiation

Respondent characteristics Firm size (number of employees)
Degree of involvement in pricing
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Table 1.10  Estimated logistic regression coefficients for six pricing strategies

Variable name Cost-plus 
pricing

Perceived 
value 

pricing

Parity 
pricing

Price 
signaling

Premium 
pricing

Leader 
pricing

Country – USA 0.211 1.882* 225.397* 20.199 2.497 0.165
Country – Singapore 0.398 2.417* 22.178* 1.390 3.072 223.794

Pricing objectives      
Increase or maintain market 
 share

0.049 0.122 0.152 20.011 20.506* 20.454

Increase or maintain profi t 0.473* 20.100 20.180* 0.017 0.083 20.541*
Competitor-based pricing 0.089 20.307* 0.290* 20.410 20.657* 20.212
Rational pricing 0.213* 20.116 0.109 20.194 20.615* 0.072
Maintain competitive level 20.161 20.075 0.337* 0.680* 0.443 20.557
Avoid government attention 0.097 0.044 20.135 20.104 0.395 1.008*
Erect or maintain barriers 
 to entry 

20.384* 0.409* 0.016* 0.092 20.181 20.232

Maintain distributor 
 support 

0.038 0.042 0.027* 20.702* 0.858 20.443

Project desired product 
 image

20.356* 0.294 20.194 0.484 0.957* 2.716*

Pricing strategy 
 determinants

      

Impact of the Internet 20.030 20.038 0.308* 0.112 20.380* 20.571
Customer costs 0.041 20.060 0.597* 20.074 20.347* 20.473*
Cost disadvantages 20.274 0.053 1.193 20.733* 20.200 1.606*
Other sources of profi t 20.028 20.032 20.166 0.001 0.211 0.158
Customer price sensitivity 0.016 20.032 1.181* 0.043 0.131 20.190
Capacity utilization 20.040 20.033 20.129 0.248 20.271 0.100
Market share 0.034 20.046 20.028 0.199 20.088 1.476*
Intermediaries in the supply 
 chain

20.231* 20.035 20.252 0.157 20.058 1.397*

Product differentiation 0.244* 0.097 20.483 0.531* 20.091 21.377*
Market development costs 20.047 0.055 0.262 0.033 0.157 0.018
Market growth rate 0.011 20.178 0.249 20.204 1.378* 0.801
Market demand 
 determination

0.048 0.228 0.490 0.262 20.379 0.137

Respondent and fi rm 
 characteristics
Firm size (number of 
 employees) 

0.189* 0.074 0.000 20.192 0.634* 20.924*

Degree of involvement in 
 pricing 

20.212* 0.107 20.009 0.045 0.280 0.053

Constant 24.828* 24.433* 23.696* 29.881* 29.200* 216.727*
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the product, it may in fact harm profi tability by overpricing the product in weak markets 
and underpricing it when demand is strong. In fact, some researchers argue that using 
a product’s cost to determine its price does not make sense because it is impossible to 
determine a product’s unit cost accurately without fi rst knowing its sales volume (which 
depends on price), and thus cost-plus pricers are ‘forced to make the absurd assump-
tion that they can set price without affecting volume’ (Nagle and Hogan, 2006, p. 3). 
Nevertheless, the results of the present study suggest that it is in fact the most popular 
pricing strategy used by fi rms across different industries and countries.

In adopting cost-plus pricing, the estimation results show that the most signifi cant 
pricing objectives are to increase or maintain profi t and to maintain a rational pricing 
structure. Indeed, one of the key reasons behind the popularity of cost-plus pricing is that 
it brings with it an air of fi nancial prudence. It is a conservative approach that balances 
risks and returns by seeking to achieve an acceptable level of fi nancial viability rather 
than maximum profi tability. However, cost-plus pricing tends to go against a fi rm’s 
objective of erecting or maintaining barriers to entry and maintaining a desired product 
image. It is difficult for an incumbent to price low enough to deter new entrants if it needs 
to achieve a predetermined margin over its estimated production costs, and since it is a 
pricing strategy that accounts for only the fi rm’s supply constraints and fails to consider 
the customer’s perception of the product, it will be difficult to use it to infl uence the prod-
uct’s image in the customer mindset.

In terms of the pricing strategy determinants, the fi rm’s cost disadvantages have a 
signifi cant and negative impact on the choice of a cost-plus pricing strategy. This result 
appears counter-intuitive at fi rst, since the higher a fi rm’s estimated costs of production, 
the more necessary it will be to cover these costs adequately and, hence, the more one 
would expect the fi rm to adopt the cost-plus method. However, as shown in Table 1.4b, 
most fi rms use multiple pricing strategies even for the same product. It is likely that the 
fi rms are trying to fi nd an optimal balance between cost-plus pricing and other methods 
that take into account other issues besides costs, particularly when cost-plus pricing 

Table 1.10  (continued)

Variable name Cost-plus 
pricing

Perceived 
value 

pricing

Parity 
pricing

Price 
signaling

Premium 
pricing

Leader 
pricing

Number of observations 199 199 199 199 199 199
2lnL (negative) 168.222 139.532 123.172 68.128 48.268 37.936
Cox & Snell R-square 0.269 0.205 0.256 0.195 0.234 0.273
Hosmer–Lemeshow Chi 
 Square (8 df)

8.867 NA 15.491 26.191 4.619 3.788

Percent correct predictions 79.9 82.9 82.8 93.5 95.5 93.0
Number selecting this 
 strategy

53 35 34 16 14 14

Notes: Values in bold are signifi cant at 0.20 or below.
Values in bold with an asterisk (*) are signifi cant at 0.10 or below.
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on its own leads to unreasonably high and uncompetitive prices. Next, the greater the 
number of intermediaries in the fi rm’s supply chain, the less likely the fi rm is to adopt 
cost-plus pricing. This is because more intermediaries not only leads to more cost dis-
advantages, but also results in reduced pricing control for the fi rm with regard to the 
fi nal price charged to consumers, making it more difficult for the fi rm to specify a target 
profi t margin for its product. On the other hand, a high level of product differentiation 
increases the likelihood of a fi rm adopting cost-plus pricing. This is because competitive 
pricing pressures are reduced for a unique product, enabling the fi rm to set a price that is 
commensurate with the product’s costs.

Finally, in terms of respondent and fi rm characteristics, larger fi rms are more likely to 
adopt cost-plus pricing, while the lower the survey respondent’s degree of involvement 
with the pricing decision, the more likely the fi rm is to adopt this strategy. This may be 
because larger fi rms are more likely to have established pricing policies and cost-plus 
calculation methods in place, developed by their accounting and fi nance departments, 
which specify minimum pricing requirements above estimated production costs in order 
to achieve a certain projected return. In view of these policies, marketing managers are 
likely to have less fl exibility over pricing decisions. As for the country-specifi c effects, the 
coefficients on the country dummies suggest no signifi cant difference in a fi rm’s likelihood 
of adopting cost-plus pricing across the three countries considered, which makes sense 
given its popularity as a pricing method.

PERCEIVED VALUE PRICING Perceived value pricing, the next most frequently used 
pricing strategy, refers to the practice of pricing the product in accordance with what 
customers perceive the product to be worth. It is a customer-centric approach to pricing 
that prioritizes the customer’s product valuation above cost, competition and other 
considerations.

Looking at the coefficients for pricing objectives, we observe that competitor-based 
pricing has a negative relationship with the likelihood of adopting perceived value 
pricing. This is because the more a fi rm looks toward the customer in its pricing decisions, 
the less concerned it is about competitive pricing pressures. Next, the more a fi rm wants to 
stop new players from entering the market, the more likely it is to adopt perceived value 
pricing. Customers who believe that they are getting value for money are more likely to 
remain loyal to incumbent fi rms and will hence make the market less attractive for new 
entrants. Finally, it is interesting to note that maintaining a desired product image does 
not signifi cantly affect the likelihood of adopting perceived value pricing. An explanation 
for this could be that product image does not necessarily have to do with a product’s value 
or quality. For instance, in the automobile market, Volvo consistently projects an image 
of safety, while in the digital music player market, the Apple iPod projects a hip, cool 
and user-friendly image. In both cases, however, the desired image was established less 
through the respective fi rms’ pricing strategies and more through consistent and effective 
advertising messages, word of mouth, and other non-price methods. In other words, a 
good product image does not necessarily imply an expensive or exclusive product.

In terms of the pricing strategy determinants, the easier it is to determine the market 
demand, the more likely it is for a fi rm to use perceived value pricing. No other deter-
minants are observed to signifi cantly affect the likelihood of adopting perceived value 
pricing. When fi rms know where their customers come from and are more confi dent 
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about their projected sales fi gures, they can more easily set a price that is more acceptable 
to customers and at the same time minimizes risks to profi tability. Accordingly, in terms 
of respondent characteristics, the higher the degree of involvement of the respondent with 
the pricing decision, the more likely it is for the fi rm to practice perceived value pricing, 
since this method requires a more fl exible approach to pricing. Finally, the results show 
the presence of signifi cant country-specifi c effects for perceived value pricing. Firms 
operating in the USA appear most likely to adopt this method, followed by Singapore 
and then India.

PARITY PRICING Parity pricing refers to the practice of setting a price for the product that 
is comparable to that of the market leader or price leader. In the former case, it means 
pricing the product close to the prices set by the biggest player(s) in the industry (which 
may or may not be the lowest or highest price on the market). In the latter case, it means 
pricing the product close to the prices set by the lowest-price players on the market. It is a 
strategy that takes into account competitive pricing pressures more than other factors.

Looking at the coefficients on the pricing objective variables, we see that all three 
objectives that involve meeting competitive pricing pressures (competitor-based pricing, 
maintaining competitive level, and erecting or maintaining barriers to entry) have a 
positive relationship with a fi rm’s likelihood of employing parity pricing, which is in line 
with expectations. Next, the desire to maintain distributor support also increases a fi rm’s 
likelihood of using parity pricing. This is because in competitive markets, distributors are 
just as likely as customers to switch to a different supplier if the latter presents them with 
an opportunity to earn higher margins. Hence it is important for a fi rm to ensure that 
its distributors earn competitive margins, and one way of doing this (and demonstrating 
it to distributors) is by making sure that the (end-user) price of its product is compara-
ble with those of other competing suppliers. Finally, the more a fi rm wants to increase 
or maintain its profi t, the less likely it is to adopt parity pricing. This is also intuitively 
reasonable because, in this case, the fi rm is more concerned with setting prices that are 
comparable with the competition instead of maintaining or maximizing the product’s 
profi tability.

A number of pricing strategy determinants have a positive relationship with a fi rm’s 
likelihood of using parity pricing. First, the higher the impact of the Internet on the 
fi rm’s operating and business conditions, the more likely it is to adopt parity pricing. The 
exponential growth in global Internet usage over the last decade has greatly facilitated the 
fl ow of market information and reduced search and transaction costs for customers and 
distributors, making it easier for the latter to compare prices across potential suppliers. 
As a result, it has become more necessary for fi rms to price their products more competi-
tively. Next, the higher the customer costs (in the form of search, transaction and switch-
ing costs) and the higher the customer price sensitivity, the more likely it is for a fi rm to 
practice parity pricing. The latter is self-explanatory, while the former can be explained 
by the notion that the more difficult it is for customers to compare or switch between 
suppliers, the more likely it is for fi rms to ignore pricing pressures from customers and 
focus on competitive pressures instead. In addition, high cost disadvantages and market 
development costs also lead to the increased likelihood of using parity pricing. This could 
be because fi rms are trying aggressively to recoup these costs and to make sure that they 
price in a manner that achieves a balance between per unit profi tability (by pricing close 
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to the market leader) and market share (by pricing close to the price leader), which can 
be more profi table in the long run than pricing at either extreme.

The estimation results also show that, in general, fi rms in India are most likely to 
adopt parity pricing, followed by fi rms in Singapore and then the USA. However, specifi c 
respondent and fi rm characteristics do not appear to have a signifi cant impact on the 
likelihood of this strategy being adopted.

PRICE SIGNALING Price signaling is the strategy of using price as an indicator to custom-
ers of the product’s quality. Although other product attributes (such as brand name) 
may also infl uence customers’ perceptions of a product’s quality, price appears to be 
particularly infl uential, and most customers assume that price and quality are positively 
correlated. Accordingly, price signaling is one of the most popular pricing strategies that 
fi rms employ, as not only does it improve customers’ quality perceptions of its product, 
the higher price also translates into larger margins. Like perceived value pricing, it is a 
customer-centric pricing strategy that focuses more on customers’ product perceptions 
than on other factors.

The only signifi cant pricing objective that increases a fi rm’s likelihood of adopting 
price signaling appears to be maintaining the level of competition. Since the goal of 
price signaling is to communicate the quality of your product vis-à-vis the competition, it 
often involves setting a price that is comparable with (if not higher than) than the prices 
of competing products, thereby maintaining (or reducing) the level of competition and 
reducing the likelihood of a price war. In the same vein, having competitor-based pricing 
as a pricing objective signifi cantly reduces the likelihood of price signaling being adopted, 
as does maintaining distributor support. The reason for the latter can again be attributed 
to the fi rm’s focus on customers in adopting a price signaling strategy, even at the pros-
pect of having distributors complain that a high retail price affects retail and intermedi-
ary sales. As in perceived value pricing, we note that projecting a desired image does not 
signifi cantly infl uence the likelihood of price signaling being adopted as a strategy, and a 
similar reason as discussed previously may also be in effect here.

Looking at the coefficients on the pricing strategy determinants, the following variables 
increase the likelihood of price signaling being adopted by a fi rm: impact of the Internet, 
capacity utilization and product differentiation. As discussed under the section on parity 
pricing, the Internet has greatly facilitated the availability and fl ow of information to 
both fi rms and their customers. Many customers use the Internet to search for product 
information prior to purchase, and it serves as an efficient and cost-effective medium for 
fi rms to practice price signaling.4 As for product differentiation, it is reasonable to pos-
tulate that fi rms that use price as an indicator of their product’s quality typically have 
products that are quite differentiated from their competitors (or at least perceived to be 
so by the fi rm’s customers), thereby justifying the higher relative price. Next, the capacity 

4 Many customers also use the Internet to seek low prices, and this may seem to run contrary to 
fi rms’ use of price signaling via the Internet to indicate the quality of their product. One explanation 
could be that fi rms that use price signaling on the Internet are those whose products are differenti-
ated enough in terms of perceived quality to warrant a price signaling strategy, or those who have 
a product line, with some lower-quality products priced competitively and others (targeted at the 
less price-conscious customers) priced relatively higher.
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utilization variable encompasses not only how much the product in question makes use 
of the fi rm’s available production capacity relative to its other products, but also the age 
of the product and the costs of the product relative to the fi rm’s competitors. The posi-
tive coefficient on the variable can thus be explained by the notion that the more the fi rm 
has invested in a product, in terms of both time and production costs, the more likely the 
product is in fact of considerably higher quality than alternative products and, hence, the 
more likely the fi rm is to use price signaling to communicate this quality to customers. In 
further support of this observation, the coefficient on the cost disadvantages variable is 
negative, indicating that the fewer cost disadvantages the fi rm has, the more likely it is to 
produce a better product, which in turn makes it more likely to adopt price signaling.

Finally, the estimation results suggest that fi rms in all the three countries where the 
survey was performed are equally likely to use price signaling. Similarly, specifi c fi rm and 
respondent characteristics do not appear to signifi cantly infl uence the probability that a 
fi rm will adopt this strategy.

PREMIUM PRICING Premium pricing is the strategy of pricing one version of a fi rm’s 
product at a premium, offering more features than are available on the fi rm’s other prod-
ucts. It is a strategy employed by fi rms that have multiple versions of the same product 
along a product line, with each version targeted at different customer segments.

We note fi rst that both country-specifi c effects and respondent and fi rm characteristics 
are signifi cant in infl uencing the likelihood of adopting this strategy. Firms in Singapore 
are more likely to adopt premium pricing, followed by the USA and India. Larger fi rms 
also have a higher likelihood of using this strategy, which makes intuitive sense because 
larger fi rms are more likely to have different versions of their product(s) for sale. Likewise, 
the respondent’s degree of involvement in the pricing decision also has a signifi cant and 
positive impact on the fi rm’s likelihood of using premium pricing.

The following pricing objectives have a negative impact on the likelihood of a fi rm 
employing premium pricing: increasing or maintaining market share, competitor-based 
pricing and rational pricing. Since premium pricing is targeted at customers who value 
feature-laden products and are generally quite willing to pay a premium for them, fi rms 
that use this strategy are less likely to focus on market share or competitive pricing issues, 
at least not for the product in question. Conversely, maintaining distributor support and 
projecting a desired product image increase a fi rm’s likelihood of adopting premium 
pricing. By pricing different versions of its products accordingly, instead of having a 
‘one-size-fi ts-all’ average price that may overprice some products and underprice others, 
overall sales should improve as customers are given the fl exibility to choose and pay for 
the value received. In addition, distributors also have the fl exibility of carrying some or all 
of the fi rm’s products. Hence it is likely that improved distributor support can be achieved 
with this pricing strategy. As for maintaining a desired product image, premium pricing 
can certainly help to differentiate the premium product from not only other products 
in the fi rm’s product line but competing fi rms’ products, as well, thereby contributing 
toward the image desired for the product.

As for the pricing strategy determinants, the following variables are observed to have 
a negative infl uence on the likelihood of premium pricing being adopted: customer costs, 
the impact of the Internet and capacity utilization. Interestingly, the latter two are in con-
trast to price signaling, which is another strategy that involves the setting of high prices. 
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The explanation may be as follows. In terms of the impact of the Internet, the ease of 
obtaining product information provided by the Internet may induce the fi rm’s customers 
(even the more feature-conscious and less price-conscious ones) to explore other product 
options, both within the fi rm’s product line and from competing fi rms, and increase the 
likelihood that these customers will buy an alternative product. Hence it has a negative 
impact on the probability of adopting premium pricing. As for capacity utilization, the 
observed result can be explained by the notion that the less the fi rm has invested in the 
product in terms of time and production costs, the less likely it is for the product to 
be feature-laden and, hence, be priced using premium pricing. Finally, the estimation 
results show that market growth rate has a positive impact on the likelihood of adopting 
premium pricing. This is because the faster the market and the fi rm’s customer base grow, 
the more diverse customer tastes are likely to be. Hence it becomes more likely for fi rms 
to introduce, to suit different customers different versions of the product, at least one of 
which is likely to be premium-priced.

LEADER PRICING The sixth most frequently used pricing strategy is leader pricing, which 
refers to the practice of initiating a price change or establishing a benchmark price for 
a product in a category, and expecting other fi rms to follow. It is a pricing strategy that 
market leaders typically adopt, which makes its apparent popularity as a pricing strategy 
and the observed negative relationship between fi rm size and the likelihood of adopting 
leader pricing quite counter-intuitive. One reason for this could be that the fi rms in our 
sample are relatively small (Tables 1.7 and 1.9 show that about half the fi rms have annual 
revenues of less than $100 million and employ fewer than 500 people), suggesting that 
many of these fi rms compete in regional, local or niche markets of limited size where few 
or no major players dominate (as is the case in larger or global markets) and most players 
are of comparable footing with one another. In such markets, any price change initiated 
by a player is likely to be noticed by the other players. As with cost-plus pricing and price 
signaling, country-specifi c effects are not signifi cant for leader pricing, suggesting that 
fi rms in all three countries are equally likely to adopt this pricing method.

The pricing objectives of increasing or maintaining market share, and increasing or 
maintaining profi t, are observed to have negative relationships with the likelihood of 
adopting leader pricing. This is because the more competitors follow the benchmark 
set by the price leader, the more intense the competition and the more fragmented the 
market. This suggests that fi rms employ this strategy not as a primary strategy to enhance 
share or profi tability, but more as a secondary strategy to be used when its primary strate-
gies are inappropriate, such as when competition is intense and market demand is at its 
peak, with little room for further expansion. On the other hand, the more a fi rm wants 
to avoid government attention in its pricing decision, the more likely it is to adopt leader 
pricing. Similarly, leader pricing is more likely to be used when the fi rm wants to project 
a certain product image.

Lastly, in terms of the pricing strategy determinants, the observed results show that the 
higher the fi rm’s market share, the more likely it is to adopt leader pricing since competi-
tors are more likely to follow. Next, the higher the costs are to customers of buying and 
switching from the product (and presumably competing products), and the higher the 
degree of product differentiation, the less likely it is that the fi rm will adopt leader pricing. 
This may be because, under such situations, fi rms are less worried about competitors and 
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can price their products more independently of them. However, as with parity pricing, the 
results suggest that high cost disadvantages lead to an increased probability of adopting 
leader pricing. This could be because, with high costs of production, fi rms are more likely 
to set prices at a level that can cover these costs adequately and hope that its competi-
tors will follow suit. For the same reason, the more intermediaries there are in the supply 
chain (which translates to a cost disadvantage), the more likely it is that a fi rm will use 
leader pricing.

5.  Conclusion and future research
The foregoing empirical study has provided a current overview of the kinds of pricing 
strategies that fi rms adopt and a discussion of the various factors affecting the adoption 
of these strategies, across three different countries. It has also made a fi rst attempt at 
studying the relationship between the three key elements of the pricing decision under 
an integrated framework: the pricing strategies adopted by a fi rm, the pricing objectives 
that these strategies are meant to achieve, and the strategy determinants (in the form of 
internal and external business conditions) that can infl uence the fi rm’s choice of pricing 
strategies. Firms adopt different pricing strategies to achieve a variety of objectives and, 
contrary to popular belief, pricing to cover costs (or cost-plus pricing) is not always the 
dominant objective. Many pricing strategies aimed at maximizing earnings, improving 
customers’ product perceptions and addressing competitive pressures (sometimes at the 
expense of share or profi t) are frequently adopted to achieve other objectives. In addition 
to managerial objectives, the business conditions that the fi rm is operating under can also 
greatly infl uence the type of pricing strategy adopted. These conditions encompass both 
the fi rm’s internal constraints and competencies as well as the external pressures it faces 
from competitors, consumers and supply chain partners. While these pricing strategy 
determinants often go hand in hand with the fi rm’s pricing objectives, at times they are 
observed to be at odds with one another. This is because fi rms typically have multiple 
pricing objectives at any one time, and often some of these objectives are in confl ict with 
one another (e.g. using cost-plus pricing to maintain or increase profi t while using parity 
pricing to meet competitive pricing pressures and deter new entrants). In such a situation, 
fi rms have to fi nd the optimal tradeoff between the various objectives and pricing strate-
gies adopted, while taking into account the relevant pricing strategy determinants, in a 
way that provides the maximum overall ‘benefi t’ to the fi rm. This benefi t may comprise 
one or more of the following performance indicators: profi t, market share, customer 
support/loyalty and distributor support, among others.

While the study has provided some new insights into the fi rm’s pricing decisions, much 
further work still needs to be done, particularly to address the limitations of the present 
study. First, as is the case for much of managerial survey-based research, the small size 
of the sample used in the study, especially in each country, is an issue. Because of this 
limitation, the survey data had to be pooled across countries when performing the logistic 
regression for each pricing strategy, leaving the two country dummies as the only vari-
ables to account for country-specifi c effects. If more responses had been obtained and 
separate regressions had been performed for each country, deeper insights would have 
been obtained into the difference in pricing decisions across the three countries.

Next, the logistic regression models estimated in the study also pooled many indus-
tries and product types together. While the advantage of such an approach is that it 
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provides a general picture of how a fi rm (any fi rm in any industry) makes its pricing 
decision, the disadvantage is that it overlooks many interesting and critical differences 
in pricing decision-making that may exist across different industries. Future research 
can consider estimating separate models for different industries or product types. Along 
the same lines, various subsets of the array of pricing strategies, objectives and determi-
nants considered may be more applicable to specifi c industries and products, and this 
would perhaps explain why many of the estimated coefficients in the regression models 
are non-signifi cant. To address this limitation, more research needs to be done that 
fi rst explores the applicability of various pricing strategies, objectives and determinants 
to various industries and products, after which a similar analysis of the relationships 
between these elements of the pricing decision can be done for each subset of industries 
and products.

Finally, while the descriptive study has provided a big picture of the relationship 
between the key elements of a pricing decision, more complex mathematical models can 
be developed to study this relationship in greater depth and under more rigorous mod-
eling assumptions. For instance, rather than performing a binary logistic regression for 
each individual pricing strategy, which implicitly and somewhat unrealistically assumes 
that the pricing strategy choices within a fi rm were made independently, multinomial or 
multivariate pricing strategy choice models can be developed for the fi rms that would 
model the fi rm’s strategy choice process more realistically. Other studies could incorpor-
ate game-theoretic frameworks that model the fi rm’s optimal choice of pricing strategies, 
given its strategic considerations of its competitors’ choices. The fi rm’s objective func-
tion to be used in these game-theoretic models can vary from the popular profi t function 
that is often used in game theory papers to other functions representing the many other 
objectives that the fi rm can have. The topic of price rigidity (or stickiness) warrants com-
prehensive econometric analyses for the US context using data collected for computing 
consumer price indexes and for other purposes.
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2  Willingness to pay: measurement and managerial 
implications
Kamel Jedidi and Sharan Jagpal*

Abstract
Accurately measuring consumers’ willingness to pay (WTP) is central to any pricing decision. 
This chapter attempts to synthesize the theoretical and empirical literatures on WTP. We fi rst 
present the various conceptual defi nitions of WTP. Then, we evaluate the advantages and dis-
advantages of alternative methods that have been proposed for measuring it. In this analysis, we 
distinguish between methods based on purchase data and those based on survey/experimental 
data (e.g. self-stated WTP, contingent valuation, conjoint analysis and experimental auc-
tions). Finally, using numerical examples, we illustrate how managers can use WTP measures to 
make key strategic decisions involving bundling, nonlinear pricing and product line pricing.

1.  Introduction
Knowledge of consumers’ reservation prices or willingness to pay (WTP) is central to 
any pricing decision.1 A survey conducted by Anderson et al. (1993) showed that man-
agers regard consumer WTP as ‘the cornerstone of marketing strategy’, particularly in 
the areas of product development, value audits and competitive strategy. Consider the 
following managerial questions you would face as a new product manager:

How does pricing a ● ffect the demand for my new product?
What price should I charge for my new product? ●

What is the likely demand for my new product if I charge this price? ●

What are the sources of demand for the new product? What fractions of this  ●

demand come from cannibalization, switching from competitors, and market 
expansion? And which competitors will the new product affect most?
Which products in my product line should be bundled? And how much should I  ●

charge for the bundle and for each of its components?
How should I determine my product mix and my product-line pricing policy? ●

If I can use a one-to-one marketing strategy, how should I customize prices across  ●

consumers or consumer segments?
How should I determine the optimal quantity discount schedule for my product? ●

From the perspective of the standard economic theory of consumer choice, the key 
to answering all these questions is knowledge of consumers’ WTP for current and new 
product offerings in a category. Consider, for instance, a phone company that is planning 
to bundle its landline and wireless services. If the market researcher has information on 

* The authors thank Vithala Rao, Eric Bradlow and Olivier Toubia for their comments.
1 Consistent with the literature, we shall use the term ‘willingness to pay’ interchangeably with 

‘reservation price’. Alternative defi nitions will be discussed later in the chapter.



38  Handbook of pricing research in marketing

how much each of the target consumers is willing to pay for each of these services and the 
bundle, then it is straightforward to determine the optimal prices for the bundle and its 
components. As another example, suppose TiVo is planning to expand its digital video 
recorder (DVR) product line by offering a high-defi nition Series 3 DVR model. Suppose 
the market researcher knows how much each of the target consumers is willing to pay for 
this new product and each of the existing DVRs in TiVo’s product line. Suppose that s/
he also knows consumers’ WTP for generic boxes from cable companies. Then s/he can 
determine which consumers will switch away from the cable companies to purchase the 
new DVR (the customer switching effect), the extent to which TiVo’s new product will 
compete with the other DVRs in its own product line (the cannibalization effect), and 
how category sales are likely to expand (the market expansion effect) as a result of TiVo’s 
new offering. (See Jedidi and Zhang, 2002 for other examples.)

The practical importance of knowing consumers’ WTP is not limited to answering 
these managerial questions. Knowledge of WTP is also necessary for market researchers 
in implementing many other nonlinear and customized pricing policies such as bundling, 
quantity discounts, target promotions and one-to-one pricing (Shaffer and Zhang, 1995). 
Furthermore, such knowledge bridges the gap between economic theory and marketing 
practice. Specifi cally, it enables researchers to study a number of other issues related to 
competitive interactions, policy evaluations, welfare economics and brand value.

There is a vast literature in marketing and economics on the measurement of WTP and 
its use for demand estimation, pricing decisions and policy evaluations (see Lusk and 
Hudson, 2004 for a review). In marketing, we are witnessing a renewed interest in the 
measurement of WTP (Chung and Rao, 2003; Jedidi et al., 2003; Jedidi and Zhang, 2002; 
Wertenbroch and Skiera, 2002; Wang et al., 2007). This growing interest stems from three 
factors. First, pricing and transaction data (e.g. scanner panel data) are readily available 
to estimate consumer WTP. Second, the advent of e-commerce has made mass customiza-
tion possible, thus motivating the need for more accurate measurement of WTP (Wang 
et al., 2007). Third, methodological advances in Bayesian statistics, fi nite mixture models 
and experimental economics allow one to obtain more accurate estimates of WTP at the 
individual or segment levels.

The goal of this chapter is to synthesize the WTP literature, focusing on the measure-
ment of WTP and showing how this information can be used to improve decision-making. 
The chapter is organized as follows. Section 2 presents the various conceptual defi nitions 
of WTP. Section 3 reviews the advantages and disadvantages of alternative methods that 
have been proposed to measure WTP. Section 4 illustrates how WTP measures can be 
used for various pricing decisions. Section 5 summarizes the main points and discusses 
future research directions.

2.  Conceptual defi nitions of WTP
Jedidi and Zhang (2002, p. 1352) defi ne a consumer’s reservation price as ‘the price at 
which a consumer is indifferent between buying and not buying the product’. Formally, 
consider a consumer with income y, who is considering whether to buy one unit of 
product g priced at p or to keep her money. Let U(g, y 2 p) be her utility from buying the 
product and U(0, y) the utility from not buying it. Then, by defi nition, the consumer’s 
reservation price R(g) for product g is implicitly given by
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 U 1g, y 2 R 1g 2 2 2 U 10, y 2 ; 0 (2.1)

This is the standard defi nition of consumer reservation price in economics, and captures 
a consumer’s maximum WTP for product g, given consumption opportunities else-
where and the budget constraint she faces. Jedidi and Zhang (2002) show that, under 
fairly general assumptions about the consumer’s utility function, the reservation price 
R(g) always exists, such that for any p # R(g) the consumer is better off purchasing the 
product. They also show that if the utility function is quasi-linear,2 then faced with a 
choice among G products (g 5 1, . . ., G), to make the optimal choice decision a utility-
maximizing consumer will need to know only her reservation prices for the product offer-
ings and the corresponding prices for these products.

These theoretical properties imply that knowing a consumer’s reservation prices for 
the products in the category is sufficient to predict whether or not she will buy from the 
product category in question and which of these products she will choose. Specifi cally, the 
consumer will choose the product option that provides the maximum surplus (R(g) 2 p) 
subject to the constraint that p # R(g). She will not buy from the category if the maximum 
surplus across products is negative (i.e. for each product in the category, the consumer’s 
reservation price is always less than the price of that product). Thus knowledge of con-
sumers’ reservation prices allows us to distinguish and capture three demand effects that 
a change in price or the introduction of a new product will generate in a market: the 
customer switching effect, the cannibalization effect and the market expansion effect. 
Cannibalization (switching) results when consumers derive more surplus (R(g) 2 p) from 
a new product offering than from the company’s (competitors’) existing products. Market 
expansion results when non-category buyers now derive positive surplus from the new 
offering.

Other related defi nitions of WTP have been used in the literature. Kohli and Mahajan 
(1991) defi ne reservation price as the price at which the consumer’s utility (say for a new 
product) begins to exceed the utility of the most preferred item in the consumer’s evoked 
set (i.e. the set of brands which the consumer considers for purchase). That is, the reser-
vation price for a new product is the price at which the consumer is indifferent between 
buying the new product and retaining the old one. Hauser and Urban (1986) defi ne 
reservation price as the minimum price at which a consumer will no longer purchase the 
product. Varian (1992) defi nes reservation price as the price at or below which a consumer 
will purchase one unit of the good. Ariely et al. (2003) argue for a more fl exible defi nition 
of reservation price. Specifi cally, they suggest that there is a threshold price up to which 
a consumer defi nitely buys the product, another threshold above which the consumer 
simply walks away, and a range of intermediate prices between these two thresholds in 
which consumer response is ambiguous.

Implicit in all these defi nitions of reservation price is a link to the probability of pur-
chase (0 percent in Urban and Hauser’s defi nition, 50 percent in Jedidi and Zhang, and 
100 percent in Varian’s). In order to reconcile these alternative defi nitions, Wang et al. 
(2007) suggest that one should distinguish three reservation prices:

2 That is U 1g, y 2 p 2 5 u 1g 2 1 a 1y 2 p 2  where u(g) is the utility of product g and a is a scaling 
constant.
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(a) fl oor reservation price, the maximum price at or below which a consumer will defi -
nitely buy one unit of the product (i.e. 100 percent purchase probability);

(b) indifference reservation price, the maximum price at which a consumer is indifferent 
between buying and not buying (i.e. 50 percent purchase probability); and

(c) ceiling reservation price, the minimum price at or above which a consumer will defi -
nitely not buy the product (i.e. 0 percent purchase probability).

3.   Methods to measure WTP
Reservation prices can be estimated from either purchase data or survey/experimental 
data. The following methods based on survey/experimental data are commonly used: 
self-stated WTP, contingent valuation, conjoint analysis and experimental auctions. We 
consider several factors in evaluating the different measurement methods. The fi rst factor 
concerns incentive compatibility. That is, how accurate is the method in providing an 
incentive to consumers to reveal their true WTP? The second factor concerns hypotheti-
cal bias. That is, how accurately can the method simulate the actual point-of-purchase 
context? Note that the issues of incentive compatibility and hypothetical bias are closely 
related to the conventional criteria of measurement reliability and internal and external 
validity in psychometric studies. The third factor pertains to the ability of the method to 
estimate reservation prices for new products with attributes that have not yet been made 
available in the market or have not varied sufficiently across products in the market to 
allow reliable estimation. A fourth factor relates to the ability of the method to measure 
WTP for multiple brands in a given category (e.g. different brands of toothpaste) or for 
multiple products across product categories (e.g. product bundles). This information is 
essential for estimating cross-price effects among new and competing products where the 
competing products could be products within a fi rm’s product line, product items in a 
bundle, or competitive products.

3.1  Methods based on actual purchase data
These methods analyze scanner/household panel data, test-market data, or simulated 
test-market data. They provide two important advantages. Because the input data come 
from actual purchases, these methods are incentive compatible and do not suffer from 
hypothetical bias. Household panel data, for example, provide useful information about 
consumers’ responses to the price changes of an existing brand and those of its competi-
tors. Such information is useful for predicting the impact of a price change on category 
incidence, brand choice and quantity decisions (Jedidi et al., 1999). For new products, 
simulated test market methods such as ASSESSOR (Silk and Urban, 1978) and AC 
Nielsen BASES provide consumers with the opportunity to buy (real) new products at 
experimentally manipulated price points. In ASSESSOR, for example, participants are 
fi rst shown advertisements for the new and existing products. Then they are given seed 
money that they can keep or use to buy any of the available products displayed in a 
simulated store. This experimental design provides data on how the demand for the new 
product varies across the posted prices.

Despite these advantages, however, methods based on actual purchase data have 
several weaknesses. The main shortcoming is that, because of cost, the fi rm must choose 
a limited number of price points for its own product. In addition, the fi rm can examine 
only a limited number of price combinations for market prices across competitors. For 
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example, suppose Procter & Gamble (P&G) is competing against three brands in a par-
ticular segment of the toothpaste market; in addition, P&G already has one brand of its 
own (say Crest) in that segment. Let’s say that P&G wishes to test the impact of two price 
points for a new brand that it plans to introduce in this market segment. For simplicity, 
assume that each of the four incumbent brands (including P&G’s own brand) can choose 
one of two price policies following the new product introduction. The fi rst is to continue 
with the current price and the second is to reduce price. Then, it will be necessary for P&G 
to run 32 (525) separate experiments to examine all the feasible competitive scenarios 
before choosing a pricing plan for the new product.

In addition, as Wertenbroch and Skiera (2002) note, data from purchase experiments 
provide only limited information about WTP. To illustrate, suppose P&G conducts 
an ASSESSOR study for a new product. Let’s say that, for the posted set of prices for 
the new product and its competitors, 30 percent of the respondents purchase the new 
product. Then the only inferences that P&G can make are the following. Given the 
posted set of market prices, 30 percent of the respondents obtain maximum (positive) 
surplus by purchasing the new product. The remaining 70 percent of the respondents 
obtain maximum surpluses by buying another brand or not purchasing a brand in the 
product category. Note that this information is extremely limited. Specifi cally, since the 
experiment does not provide estimates of WTP per se, P&G cannot estimate new product 
demand for any other price for the new product or its competitors. Hence P&G cannot 
use the purchase data to determine the optimal price for the new product or the optimal 
product line policy.

3.2  Self-stated WTP
This method directly asks a consumer how much she is willing to pay for the product. 
Consequently, this is perhaps the easiest method to implement. However, for a number 
of reasons, this method is likely to lead to inaccurate results. Perhaps the most serious 
problem is that the consumer is not required to purchase the product. Hence the meth-
odology is not incentive compatible. A related problem is that consumers are likely to 
overstate their WTP for well-known or prestigious brands or for products they are keenly 
interested in. They are also likely to understate their WTP for less well-known brands or if 
they anticipate being charged a higher price for the product in the future. Finally, even if 
consumers are able to correctly state their WTP on average, this method will overstate the 
degree of heterogeneity in WTP in the population.3 Hence the fi rm will make suboptimal 
pricing decisions using self-stated WTP data.

An interesting managerial question is whether self-stated WTP are similar to the esti-
mates obtained by using other methods. Jedidi and Zhang (2002) examined the correla-
tion between self-stated WTP for different brands of notebook computers and WTP that 
were estimated using a conjoint experiment. (We shall discuss the conjoint methodology 
in subsection 3.4.) The results for two brands showed that the correlations were low (0.43 
and 0.28 respectively). The correlation coefficient for the third brand was not statistically 
signifi cant. Furthermore, the self-stated WTP led to excessively high estimates of demand 

3 The variance of the observed WTP is always greater than or equal to the variance of the true 
WTP.
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at low prices and signifi cantly understated the demand at high prices. Figure 2.1 shows 
the demand functions obtained from both methods for a Dell notebook computer with 
266 mHz in speed, 64 MB in memory, and 4 GB in hard drive.4 These results strongly 
support the observation in the previous paragraph that the fi rm should not use self-stated 
WTP to make pricing decisions.

3.3  Contingent valuation methods
Contingent valuation (CV) is a popular WTP measurement method in agricultural eco-
nomics and in determining the economic impact of changes in social policy. This method 
uses dichotomous choice questions to arrive at an estimate of WTP for each respondent 
in the experiment. In a marketing CV study, the researcher presents consumers with a new 
product, including its price, and asks them whether they would buy the new product at the 
listed price (Cameron and James, 1987). Thus a yes response indicates that the consumer 
is willing to pay at least the listed price for the new product. When these yes responses are 
aggregated across consumers, one obtains a demand curve that shows how the propor-
tion of yes responses varies across the experimentally manipulated price levels.

Estimating WTP from CV data is straightforward using a binary choice model such 
as logit or probit (Cameron and James, 1987). In such a choice model, the decision 
of whether to buy or not is modeled through a latent utility function that depends on 
product characteristics and consumer background variables. Let pi be the price of the 
new product given to consumer i. Let Ii be a variable that indicates whether consumer 
i decided to buy 1Ii 5 1 2  or not 1Ii 5 0 2 . Let Ui 5 xri â 1 ei be the latent utility of the 

4 The percentage willing to buy is the percentage of respondents whose WTP is higher than the 
observed price. 
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product concept, where xi is a vector of explanatory variables that includes product char-
acteristics (excluding price) and individual-specifi c consumer background variables, â is 
a vector of associated parameters, and Piis an error term. Then the binary choice model 
is given by

 Ii 5 e1  if Ui 2 pi . 0

0  otherwise
 (2.2)

Since the price coefficient is set to 21 in equation (2.2), Ui 2 pi is a measure of consumer 
surplus and Ui is therefore a direct measure of WTP. In this model, the â parameters 
capture the marginal WTP for each of the explanatory variables included in the model.

The main advantage of the CV method is that it is easy to implement. However, the 
method has several weaknesses. The CV method allows the researcher to observe only 
whether an individual’s WTP is higher or lower than the listed price. Hence it may be 
necessary to use large samples or multiple replications per respondent to obtain accurate 
results.

One modifi cation of the basic CV method is to use a sequential approach to obtain 
more precise information about WTP. In the fi rst step, the researcher asks a consumer to 
respond to a dichotomous (yes–no) question. Depending on the response, the researcher 
asks the consumer an additional dichotomous follow-up question. Specifi cally, if the 
initial response is no (yes), then the consumer is asked whether she would buy the new 
product at a lower (higher) price. This data collection procedure is called a double-
bounded dichotomous choice question (Lusk and Hudson, 2004). Although this sequen-
tial method can provide more information on the true WTP, it is subject to starting-point 
biases (i.e. the consumer’s response to the follow-up question depends on the initial price 
offered; see Shogren and Herriges, 1996; Hanemann et al., 1991).

Research evaluating the CV method suggests that it is not incentive-compatible and is 
also subject to hypothetical bias. For example, Bishop and Heberlein (1986) found that 
WTP in the hypothetical condition were signifi cantly overstated compared to those in the 
actual cash condition. Finally, in a meta-analysis of 14 valuation studies using the CV 
method, List and Gallet (2001) found that, on average, subjects overstated their WTP by 
a factor of 2.65 in hypothetical settings.5 However, the overstatement factor was much 
lower for private goods (51.65) compared to public goods (55). This fi nding is intuitive 
since most subjects are more confi dent in valuing products they commonly purchase than 
in valuing products that they may be unfamiliar with (e.g. public goods).

Most applications of the CV method vary list prices across consumers while holding 
the product concept description constant. In principle, the basic CV method can be modi-
fi ed so that data on WTP for different combinations of price and product concepts (which 
are typically multidimensional) are obtained. However, as discussed earlier, the experi-
mental design becomes very expensive and unwieldy. Thus the CV method is not feasible 
for predicting WTP when the fi rm is considering several alternative product designs – as 
is generally the case. Finally, and most importantly from a strategic viewpoint, the CV 

5 The overstatement factor is calculated as the ratio of the mean hypothetical WTP to the mean 
actual WTP.  The actual WTP are obtained from experiments with real economic commitments.
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method considers only one product. Thus the fi rm cannot determine the separate effects 
of the new product (including product design and price) on brand switching, canni-
balization and market expansion. Without this disaggregate information across different 
products and segments in the market, the fi rm cannot choose its optimal product-line 
policy. In particular, the fi rm cannot determine the net effect of its new product policy on 
product-line sales and profi ts after allowing for competitive reaction.

3.4  Conjoint analysis
Conjoint analysis is a popular WTP measurement method in marketing, transportation 
and environmental economics. Two common types of conjoint studies are the rating-
based and the choice-based conjoint (CBC) methods. In a rating-based conjoint study, 
researchers present consumers with a number of hypothetical product profi les (concepts) 
and ask them to rate each of these profi les on a preference scale.6 Sometimes researchers 
ask consumers to proceed sequentially (Jedidi et al., 1996). In the fi rst step, consumers 
decide whether or not they will consider a particular product profi le for purchase. In 
the second step, consumers rate only those profi les that they are willing to consider (i.e. 
profi les in the consideration set). In contrast, in a CBC study, researchers present con-
sumers with several sets of hypothetical product profi les and ask them to choose at most 
one from each set.

To illustrate the conjoint methodology, consider the following example. Suppose a 
yogurt manufacturer is planning to introduce a new type of yogurt into the marketplace. 
The fi rst, and perhaps most important, step is to determine the salient attributes. (See 
Lee and Bradlow, 2007 for an interesting approach for deriving attributes and levels 
using online customer reviews.) Let’s say that the fi rm has determined that the relevant 
attributes are the quantity of yogurt in a container, whether or not the yogurt is fat-free, 
the fl avor of the yogurt, the brand name (e.g. Dannon, Breyers, Yoplait) and the price. 
Then a product profi le (or equivalently product concept) consists of a particular combi-
nation of attributes including price. For example, one product profi le is the following: a 
6-ounce, fat-free, vanilla-fl avored yogurt that is made by Yoplait and priced at $1. In a 
rating-based conjoint experiment, the researcher fi rst determines the set of profi les to be 
evaluated. Then consumers provide preference rating scores for all profi les that they are 
asked to evaluate. If a sequential approach is used, consumers fi rst sort profi les and then 
provide ratings scores for those profi les that they consider acceptable.

In a CBC experiment, the researcher fi rst determines the sets of profi les that consumers 
will be asked to evaluate. For example, one set of profi les might contain the following 
options: a 6-ounce, fat-free, vanilla-fl avored yogurt made by Yoplait and sold at a price 
of $1 (Alternative 1); a 10-ounce, full-fat, chocolate-fl avored yogurt made by Dannon 
and sold at a price of $1.50 (Alternative 2); and the no-purchase option (Alternative 3). 
Then the consumer’s task is to choose one of these three alternatives. Similarly, the con-
sumer is offered different sets of profi les and asked to pick the best alternative for each 
profi le in that set. A critical feature of the experimental design is that the no-purchase 
option must be included in each set of profi les that the consumer is asked to evaluate. 

6 Our discussion of conjoint analysis is based on the full-profi le method. That is, the consumer 
is given information about all product attributes simultaneously.
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This no-purchase alternative must be included so that we obtain unambiguous monetary 
values for the WTP. (See appendix in Jedidi et al., 2003.)

Whether the CBC or rating-based conjoint method is used, the product profi les or 
choice sets included in a study must be carefully chosen using an efficient experimental 
design (Louviere and Woodworth, 1983). Regardless of the method used for data collec-
tion, the end result of a conjoint study is an estimated, individual-level utility function 
that describes how the consumer trades off different attributes.

The key question is the following: how can one use the conjoint results to infer consum-
ers’ WTP for different product designs? Using basic principles from the economic theory 
of choice, Jedidi and Zhang (2002) show how to derive consumers’ reservation prices for 
a product from the individual-level estimates of conjoint coefficients. Let xj be a vector 
that describes the attribute levels of product profi le j and âi be the vector of the associ-
ated parameters (part-worth coefficients) for consumer i.7 Let pj be the price of profi le j 
and yi be consumer i’s income.8 Then the (quasi-linear) utility consumer i derives from 
purchasing one unit of product j is Uij 5 xri âi 1 ai 1yi 2 pj 2 , where ai denotes the effect of 
an increase in income (the income effect) or of a decrease in price (the price effect). For 
any set of profi les in a choice set, if the consumer chooses the no-purchase option (i.e. 
she decides to keep the money), then her utility is simply Uij 5 aiyi. Using the defi nition 
in equation (2.1), Jedidi and Zhang (2002) show that for this utility specifi cation, a con-
sumer’s reservation price for product profi le j is defi ned by

 R 1  j 2 5
xrjâi

ai
 (2.3)

To illustrate the relationships among the conjoint part-worth coefficients and reserva-
tion prices, suppose we conduct a CBC study and obtain the following individual-level 
utility function for consumer i for product j:

 Uij 5 0.2 1 0.15 Dannon 1 0.05 Yoplait 1 0.15 Banana 2 0.10 Strawberry 2 0.5 Price

where Breyers and Vanilla, respectively, are the base-level brand and fl avor and price is 
measured in dollars.9 Thus, for this consumer, the reservation price for the Yoplait brand 
that has a Banana fl avor is $0.80 5 (0.2 1 0.05 1 0.15)/0.5. In addition, a $1 change in 
price refl ects a utility difference of 0.5. Therefore every change of one unit in utility is 
equal to $2.00 in value (51/0.5). This ratio is what Jedidi and Zhang (2002) defi ne as the 
‘exchange rate’ between utility and money for the consumer. In the example, the exchange 
rate implies that, for any product fl avor, consumer i is willing to pay up to an additional 
$0.10 to acquire a Yoplait relative to a Breyers yogurt (50.05 3 $2.00).

Conjoint analysis, in its CBC form, can be viewed as an extension of the conventional 

7 For simplicity, we assume that there are no interactions among the product attributes. The 
analysis can easily be extended to allow for such interactions in conjoint models. 

8 The consumer’s income need not be observable, but one has to postulate its existence to 
develop an economic model.  

9 In any conjoint experiment, it is necessary to choose a base level for each product attribute (e.g. 
brand and fl avor in the yogurt example).  The choice of base levels does not affect the results. 
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contingent valuation (CV) method in two ways. First, in CV, the product to be evalu-
ated is typically fi xed across respondents. In contrast, the product profi les in conjoint 
experiments are experimentally manipulated, hence resulting in a within-subject design. 
Second, conjoint analysis provides additional information about reservation prices. Thus 
CV provides information only about whether or not the new product is chosen. In con-
trast, CBC provides detailed information about the case where the new product is not 
chosen. Specifi cally, one can distinguish whether the consumer who does not purchase the 
new product chooses another product (brand) alternative or the non-purchase option.

Because of this additional information, CBC provides several important advantages 
over CV. The choice task in CBC is more realistic than in CV and closely mimics the 
consumer’s shopping experience. Hence CBC minimizes hypothetical bias. Interestingly, 
previous research fi ndings show that the responses to CBC questions are generally similar 
to those from experiments based on revealed preference (e.g. Carlsson and Martinsson, 
2001). In the few cases where the differences in the results from the two methodologies 
are statistically signifi cant, the differences are small (Lusk and Schroeder, 2004). An 
additional advantage of CBC is that, when the experiment manipulates several attributes 
simultaneously, consumers are more likely to consider other attributes than price in 
making the choice decision. Consequently, the task becomes more incentive-compatible. 
From a managerial viewpoint, perhaps the most important advantage of CBC is the fol-
lowing. In contrast to CV, CBC provides disaggregate information that allows the fi rm to 
distinguish how much of the demand for the new product comes from brand switching, 
cannibalization and market expansion. Consequently, the fi rm can choose the optimal 
product-line policy after allowing for the likely effects of competitive reaction following 
the new product introduction.

The estimation of conjoint models is straightforward regardless of whether we have 
choice or preference rating data.10 With rating-based data, one can use regression to esti-
mate the conjoint model. In the special case where consumers provide rating scores only 
for profi les that are in their consideration sets, one can use a censored-regression model 
such as tobit to estimate the conjoint model (see Jedidi et al., 1996). With CBC data, 
the individual-level conjoint model is typically estimated using a hierarchical Bayesian, 
multinomial logit (MNL) or probit model (Jedidi et al., 2003; Allenby and Rossi, 1999). 
The primary advantage of the MNL model is computational simplicity. However, the 
MNL method makes the restrictive assumption of independence of irrelevant alternatives 
(i.e. the ratio of the choice probabilities of two alternatives is constant regardless of what 
other alternatives are in a choice set). If researchers are interested in obtaining segment-
level estimates of WTP, they can use fi nite-mixture versions of these models.

Although the methods described above will work in many cases, there are a number of 
potential pitfalls that one can encounter when estimating WTP. The quasi-linear utility 
model that we have discussed above is strictly linear in price. While this specifi cation is 
consistent with utility theory, a consumer’s reaction to price changes need not be linear, 

10 Software for estimating conjoint models is readily available (e.g. SAS, SPSS and Sawtooth 
Software). Note that one does not need to observe consumer’s income to infer WTP. Because aiyi 
is specifi c to consumer i, it cancels out in a choice model and gets absorbed in the intercept in a 
regression model.
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especially when the price differences across alternatives are large. In such cases, Jedidi and 
Zhang (2002, p. 1354) suggest using the exchange rate that corresponds to the price range 
that the fi rm is considering for the new product. Another issue arises if the price coefficient 
ai is unconstrained and the estimated coefficient has the wrong sign for some consumers. 
Thus, suppose some consumers use price as a signal for quality. In such a case, price has 
two opposing effects. On the one hand, it acts as a constraint since the higher the price 
paid, the worse off the consumer is. On the other hand, since price is a signal of quality, 
the higher the price, the higher the utility. Because of these competing effects, it is possible 
that the estimated WTP measures for these consumers will be negative; see equation (2.3). 
Another potential difficulty can arise if the price coefficient for a particular respondent 
is extremely small (close to zero). This can happen if consumers are insensitive to price 
changes or the data are noisy. In this case, the exchange rate (and hence WTP) may be 
large and can even approach infi nity. One way to address these difficulties is to constrain 
the price coefficient so that lower prices always have higher utilities. Another frequently 
used approach is to constrain the price coefficient to be the same across consumers in the 
sample (e.g. Goett et al., 2000). A third approach is to constrain the price coefficient to 1 
(see equation 2.2). In a choice model, this means that consumers maximize surplus instead 
of utility. The latter two methods are equivalent if the utility function is quasi-linear (see 
Jedidi and Zhang, 2002). In most practical applications, all three approaches lead to price 
coefficients that are non-zero and have the proper signs.

3.5  Experimental auctions
Auction-based methods are beginning to gain popularity in marketing because they 
measure real and not self-stated choices. We discuss below the following auction mecha-
nisms: the Dutch auction; the fi rst-price, sealed-bid auction; the English auction; the nth-
price, sealed-bid auction (Vickrey, 1961); the BDM method (Becker et al., 1964); and the 
reverse auction (see Spann et al., 2004).

In a Dutch auction, the opening price is high and is progressively lowered until one 
bidder is willing to purchase the item being auctioned. Thus the only information that 
is available to the fi rm is that the winner’s WTP is at least as high as the price at which 
the item was sold; in addition, the WTP of all other bidders are lower than this price. 
Given this auction mechanism, a bidder’s bidding strategy will depend on her beliefs 
about others’ bidding strategies; in addition, her strategy will depend on her risk attitude. 
Consequently, all bidders have an incentive to underbid. In particular, the person with the 
highest reservation price may not always submit the highest bid. Note that, from a mana-
gerial viewpoint, the information from a Dutch auction is extremely limited. All that the 
fi rm knows is the (potentially understated) maximum price at which it can sell one unit 
of its product. Thus, suppose there are three bidders (A, B and C) and A wins the auction 
at a bid price of $200. Then the only quantitative demand information available to the 
fi rm is the following. If it sells one unit, it can obtain a minimum price of $200. However, 
since bidders have an incentive to underbid, this price may be too low. Furthermore, the 
results provide no information about market demand if the fi rm plans to sell more than 
one unit in the marketplace.

In the fi rst-price, sealed-bid auction, each bidder submits one bid. This information is 
submitted to the auctioneer and is not provided to the other bidders. The highest bidder 
wins the auction and pays her bid price. Note that, as in the Dutch auction, each bidder 
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has an incentive to bid less than her reservation price. However, in contrast to the Dutch 
auction, the fi rm obtains more detailed information about the demand structure for its 
product. Thus, suppose there are three bidders (A, B and C) as before. Let’s say that 
the sealed bids are as follows: A bids $100, B bids $160, and C bids $250. Then the fi rm 
knows the following information about demand. If it wants to sell one unit, the minimum 
price that it can charge is $250 per unit. If it wants to sell two units, the minimum price 
that it can charge is $160 per unit. If it wants to sell three units, the minimum price that it 
can charge is $100. Note that, in contrast to the Dutch auction, the fi rm obtains market 
demand information for different volumes. However, since all bidders have an incentive 
to underbid, the fi rm is likely to choose a suboptimal price.

In an English auction, participants offer ascending bids for a product until only one 
participant is left in the auction. This bidder wins the auction and must purchase the 
auctioned product at the last offered bid price. Note that, in contrast to the fi rst-price, 
sealed-bid auction, the English auction is an ‘open’ auction. Specifi cally, all bidders know 
each other’s bids. This experimental design is useful in situations where it is important 
to incorporate market information into participants’ valuations (e.g. potential buyers 
are likely to communicate with each other). However, this method can be a limitation if 
consumers make independent valuations in real life (Lusk, 2003). In addition, because the 
bids are ‘open’, the last bid tends to be only marginally higher than the second-highest 
bidder’s last bid.

Note that, in contrast to the Dutch auction and the fi rst-price, sealed-bid auction, 
bidders in an English auction have an incentive to reveal their true reservation  prices.11 
That is, a bidder will drop out of the auction only when the last bid exceeds her reserva-
tion price. From a managerial viewpoint, the fi rm obtains much more detailed informa-
tion about the market demand for its product. For simplicity, assume that there are 
three bidders (A, B and C). Suppose A drops out when the price is $10, B drops out 
when the price is increased to $15, and C purchases the product at a price of $16. These 
results imply the following market demand structure. If the fi rm wants to sell three units, 
the maximum price it can charge is $10 per unit. If the fi rm wants to sell two units, the 
maximum price it can charge is $15 per unit. Note that these results do not imply that the 
maximum price that the fi rm can charge for one unit is $16. Specifi cally, bidder C needs 
only to bid marginally more ($16) than bidder B, who drops out when the price is raised 
to $15. The only inference is that bidder C’s minimum reservation price is $16. From a 
practical viewpoint, it is likely that, in most cases, the fi rm will sell more than one unit. 
Hence the fi rm can use the results of an English auction to determine what price to charge 
for its product.12

In an nth-price, sealed-bid auction (Vickrey, 1961), each bidder submits one sealed 
bid to the seller. None of the other bidders is given this information. Once bids have 
been made, the (n 2 1) highest bidders purchase one unit each of the product and pay an 
amount equal to the nth-highest bid. Perhaps the most commonly used nth-price auction 

11 This conclusion of incentive compatibility holds if the auction is not conducted repeatedly 
with the same group of bidders and bidders cannot purchase more than one unit. If either of these 
assumptions does not hold, bidders may behave strategically and systematically choose bid prices 
that are lower than their WTP. 

12 This analysis assumes that consumers will not purchase multiple items of the product. 
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is the second-price (n 5 2) auction in which the highest bidder purchases the product at 
the second-highest bid amount. Similarly, suppose the fi rm uses the fourth-price auction 
(n 5 4). Then the three highest bidders will purchase one unit each at the price bid by 
the fourth-highest bidder. Because of the sealed-bid mechanism, the participants in this 
auction learn only the market price and whether or not they are buyers in the auction.

As Vickrey (1961) shows, the second-price, sealed-bid auction is isomorphic to the 
English auction. This is because the fi nal price paid in both auctions is determined by the 
bid of the second-highest bidder. Furthermore, both the English and nth-price auction 
mechanisms are incentive compatible. Hence, in principle, the fi rm can use either the 
English auction or the nth-price, sealed-bid Vickrey auction to determine the optimal 
price when it sells more than one unit.13

Despite the theoretical advantages of the Vickrey auction methodology, the method 
has several drawbacks as a marketing research tool for measuring WTP (Wertenbroch 
and Skiera, 2002). The fi rst limitation concerns the operational difficulties in implement-
ing the method in market research. The second stems from the fact that the bidding 
process in the auction does not mimic the consumer purchase process (Hoffman et al., 
1993). The third limitation stems from the limited stock of products being auctioned. This 
is not only unrealistic for many products in retail settings; it also encourages participants 
to bid more than the true worth of the product to ensure that they are placing the winning 
bid (e.g. Kagel, 1995). Finally, empirical fi ndings suggest that low-valuation participants 
become quickly disengaged in these auctions when they are conducted in multiple rounds 
(Lusk, 2003). Thus subjects quickly learn that they will not win the auction and drop out 
of the auction by bidding zero.

To address some of these limitations, Wertenbroch and Skiera (2002) propose the use 
of the incentive-compatible, BDM (Becker et al., 1964) method for eliciting WTP. The 
BDM method is as follows. Each participant submits a sealed bid for one unit of the 
product. The auctioneer then randomly draws a ‘market’ price. If the participant’s bid 
exceeds this value, the participant is required to purchase one unit of the product at the 
market price. If the bid is lower than the market price, the bidder does not purchase the 
product. Note that, although the BDM method is structurally similar to the standard 
auction method, there is a fundamental difference. The BDM procedure is not an auction 
because participants do not bid against one another (Lusk, 2003).

One important practical advantage of the BDM procedure over standard auctions is 
that it does not require the presence of a group of consumers in a lab for bidding. This 
feature makes it possible to more accurately mimic the purchase decision process by elicit-
ing WTP at the point-of-purchase (Wertenbroch and Skiera, 2002; Lusk et al., 2001). In 
addition, because the supply of the product is not limited, every consumer can buy the 
product as long as his or her WTP is greater than the randomly drawn price. This aspect 
makes low-valuation participants more likely to be engaged in the experiment. One draw-
back of the BDM method is the absence of an active market such that participants can 
incorporate market feedback. Empirical fi ndings, however, suggest that the BDM method 
and the English auction generate similar results (Lusk et al., 2002; Rutström, 1998).

13 This result holds provided the auction is not repeated with the same group of bidders. For 
this scenario, bidders may behave strategically and not reveal their true reservation prices. 
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Another type of auction mechanism is the reverse auction – a method used by such 
Internet fi rms as Priceline.com. The reverse auction method works as follows. The seller 
specifi es a time period (e.g. the next seven days from now) during which it will accept 
bids to purchase a product. During this period, each bidder is allowed to submit one 
bid for the product.14 Only the seller has access to bids. The outcome of the auction is as 
follows. The seller has a secret threshold price below which she will not sell the product. 
If a consumer bids more than the threshold price, the consumer must purchase one unit 
of the product at his or her bid price. If the consumer bids less than the seller’s threshold 
price, the seller will not sell the product to the consumer. Note that the reverse auction is 
similar to the BDM method in that bidders do not compete with each other. However, 
there is an important difference. In a BDM auction, the buyer pays the randomly drawn 
market price. In a reverse auction, each buyer pays her bid price if offered the option to 
purchase.

To illustrate how the reverse auction works, suppose a hotel wishes to sell excess cap acity 
(e.g. three room nights on a given Saturday one month after the auction is conducted). 
Since the marginal cost of a room night is low, let’s say that the hotel’s secret threshold 
price per room night is $20. Suppose the fi rm conducts the reverse auction over a seven-
day period and the room-night bids in descending order are as follows: $60 (Consumer A); 
$50 (Consumer B); $40 (Consumer C); $30 (Consumer D); and a number of bids less than 
$30. Then the hotel will choose the following room-night pricing plan. It will charge A a 
price of $60, B a price of $50, and C a price of $40 for the Saturday night stay. Note that, 
in contrast to standard auctions, consumers pay different prices for the same product. In 
our example, the reverse auction method allows the hotel to ration out the limited supply 
of room nights by using a price discrimination (price-skimming) strategy.

From a managerial viewpoint, reverse auctions are a mixed blessing. On one hand, 
they allow the fi rm to extract consumer surplus from the market by charging differential 
prices. Furthermore, they are a convenient, low-cost method for the fi rm to sell excess 
capacity without disrupting the price structure in traditional distribution channels. On 
the other hand, reverse auctions are not incentive compatible. Specifi cally, customers 
will bid less than their true WTP in order to obtain a surplus from the transaction. This 
lack of incentive compatibility reduces the ability of the fi rm to extract consumer surplus 
from the market. To address this problem, some researchers have suggested the follow-
ing modifi cation: allow bidders to submit multiple bids but require each bidder to pay a 
bidding fee for each bid submitted (Spann et al., 2004).

3.6  Comparison of WTP methods
Experimental auctions (EAs) can provide several advantages over stated preference 
methods. Many auction methods are incentive compatible. That is, bidders have an 
incentive to reveal their true WTP. In contrast to stated preference methods, EAs are 
conducted in a real context that involves real products and real money. In addition, by 
putting subjects in an active marketing environment, some EAs allow one to estimate 
WTP after allowing for a market environment with feedback among buyers. Depending 
on the purchase context, this feature may be important. WTP from EAs are empirically 

14 Some reverse auctions allow bidders to make multiple bids. See, e.g., Spann et al. (2004).  
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observed. Hence one can obtain individual-level estimates of WTP without making para-
metric assumptions (e.g. normality) about the distribution of WTP in the population.

However, in spite of these advantages, the EA methodology is not a panacea for meas-
uring WTP. The elicitation process does not mimic the actual purchase process that a 
consumer goes through, including search for information. The EA method focuses on one 
product/product design only. Hence one cannot measure the cannibalization, substitu-
tion and market-expansion effects of a new product entry. Nor can one determine how 
consumers trade off attributes. Consequently, the EA method can be used only at a late 
stage of the product development process when the fi rm has fi nalized the product design 
and the remaining issue is to choose the price conditional on this product design. Since 
participants in an EA study are expected to pay for the products they purchase, the EA 
method cannot be used to determine the reservation prices for durables (Wertenbroch 
and Skiera, 2002). The EA method assumes that reservation prices are deterministic. This 
may not be the case, especially for new products or products with which the consumer 
is unfamiliar. It may be difficult to generalize the WTP estimates from an EA study to 
a national level because it is infeasible to recruit a sufficiently large and representative 
sample. Subjects must be recruited and paid participatory fees to attend laboratory ses-
sions. This potentially introduces bias into the resulting bids (Rutström, 1998). Depending 
on the EA method used, bidder values may become affiliated (i.e. a relatively high bid by 
one auctioneer induces high bids from others). This degrades the incentive compatibility 
of an auction (Lusk, 2003). In addition, it is not uncommon to observe a large frequency 
of zero-bidding, potentially because of lack of participant interest (Lusk, 2003). Hence 
the fi rm obtains incomplete information about the demand structure in the market.

Empirical studies comparing WTP measures across methods are limited. In three 
studies, Wertenbroch and Skiera (2002) fi nd that WTP estimates from BDM are lower 
than those obtained from open-ended and double-bounded contingent valuation methods. 
Similarly, Balistreri et al. (2001) fi nd that bids from an English auction are signifi cantly 
lower than those obtained from open-ended and dichotomous CV methods. Lusk and 
Schroeder (2006) fi nd that the WTP estimates from various auction mechanisms are 
lower than those from CBC. These fi ndings may be due to the incentive compatibility of 
the auction methods and to the hypothetical bias inherent in the CV and conjoint analysis 
methods. In contrast, Frykblom and Shogren (2000) found that they could not reject the 
null hypothesis that WTP estimates obtained from a non-hypothetical (dichotomous) CV 
method are equal to those obtained from a second-price auction.

3.7  Emerging approaches
A new stream of research is emerging in marketing that combines the advantages of the 
stated preference methods with the incentive compatibility of the BDM method. Ding 
et al. (2005) extended the self-stated WTP and CBC methods using incentive structures 
that require participants to ‘live with’ the consequences of their decisions. Using Chinese 
dinner specials as the context, the authors conducted a fi eld experiment in a Chinese 
restaurant during dinner time. For the self-stated condition, consumers were presented 
with a menu of 12 Chinese dinner specials (with no price information) and were asked to 
state their WTP for each meal in the menu. Consumers were told upfront that a random 
procedure would be used to select a meal from the menu and that they would receive this 
meal if their WTP exceeded a randomly drawn price. For the CBC condition, the authors 
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presented consumers with 12 choice sets of three Chinese meals each (with price informa-
tion) and asked them to choose at most one meal from each choice set. Consumers in this 
condition were told upfront that a random lottery would be used to draw one choice set 
and that they would receive the meal that they selected from that choice set. (The con-
sumer would receive no meal if she selected none of the meals in the choice set.) For both 
experimental conditions, the price of the meal (random price for the self-stated method 
and menu price for CBC) would be deducted from their compensation for participating in 
the study. The out-of-sample predictions show that the incentive-aligned conjoint method 
outperformed both the standard CBC and incentive-aligned, self-stated WTP methods.

More recently, Park et al. (2007) proposed a sequential, incentive-compatible, conjoint 
procedure for eliciting consumer WTP for attribute upgrades. This method fi rst endows 
a consumer with a basic product profi le and a budget for upgrades. In the next step, 
the consumer is given the option of upgrading, one attribute at a time, to a preferred 
product confi guration. During this process, the consumer is required to state her WTP 
for each potential upgrade she is interested in. In addition, the BDM procedure is used 
to ensure that the incentive-compatibility condition is met. That is, the consumer receives 
the upgrade only if her self-stated WTP for the upgrade exceeds a randomly drawn 
price for that upgrade. When no further upgrade is desired by the consumer or the con-
sumer’s upgrade budget is exhausted, the consumer receives the fi nal upgraded product. 
The authors tested their model using data collected from an experiment on the Web to 
measure consumers’ WTP for upgrades to digital cameras. The out-of-sample validation 
analysis shows that the new method predicted choice better than the benchmark (self-
explicated) conjoint approach.

4.  Using WTP for pricing decisions
So far, we have focused on empirical methods for measuring WTP. In this section we 
discuss how managers can use WTP measures to choose pricing policies. We discuss three 
application areas: bundling, quantity discounts and product line pricing decisions.

4.1  Bundling
Consider a cable company, say Comcast, which sells two services: a basic digital cable 
service and high-speed online service. Suppose Comcast has conducted market research 
and obtained the WTP measures shown in Table 2.1 for its bundled and unbundled 
 services for four segments in the market. (We shall discuss empirical methods to estimate 
the WTP for bundles later in this section.)

Table 2.1  WTP for individual services and bundle in dollars

Segment Average WTP for

Cable service High speed online 
service

Bundle

1 50 10 55
2 50 43 90
3 45 45 90
4 15 48 55
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Suppose all segments are of equal size (1 million customers each) and the marginal cost 
of providing each service is zero. Then a consumer will only consider buying a particular 
service or bundle if the price charged is less than her WTP for that service or bundle. 
In addition, she will choose the alternative that maximizes her surplus (5 WTP for any 
service or bundle – price of that service or bundle). If the maximum surplus is negative, 
the consumer will not purchase any of the services or the bundle.

Given this information about WTP and costs, Comcast can choose from among three 
pricing strategies: a uniform pricing strategy, a pure bundling strategy, or a mixed bun-
dling pricing strategy. If Comcast uses uniform pricing, it will sell each service separately 
at a fi xed price per unit. If Comcast uses pure bundling, it will only sell the two services 
as a package for a fi xed price per package. If Comcast uses mixed bundling, it will sell the 
services separately and as a package.

Suppose Comcast uses a uniform pricing strategy. Then, using the WTP information in 
Table 2.1, we see that the optimal price for the cable service is $45. If this price is chosen, 
Comcast’s profi t from the cable service will be $135 million. Similarly, the optimal price 
for high-speed online service is $43 and the profi t from this service is $129 million. Hence 
Comcast’s product line profi t if it uses a uniform pricing strategy is $264 million (5 profi t 
from cable service 1 profi t from high-speed online service).

Suppose Comcast uses a pure bundling policy. Then the optimal price for the bundle 
is $55 and the product line profi t is $220 million. Finally, if Comcast uses a mixed bun-
dling strategy, the optimal policy is to charge $90 for the bundle, $50 for the cable service 
alone, and $48 for the high-speed online service. Hence Comcast’s product line profi t will 
be $278 million (5 180 1 50 1 48). Consequently, the optimal product line policy is to 
use a mixed bundling strategy.

The previous discussion assumed that the manager knows the WTP for the individual 
products and the bundles. So far, we have discussed only how to estimate WTP for indi-
vidual products. How can one estimate the WTP for product bundles? One way is to use 
self-stated WTP. However, as discussed, these are likely to be inaccurate, especially for 
new products or for products with which the consumer is unfamiliar. Another approach 
is to use the individual-level, choice-based method developed by Jedidi et al. (2003) or 
a modifi ed version that allows segment-level estimation. This method is philosophically 
similar to the choice-based methods discussed earlier. That is, consumers seek to maxi-
mize their surpluses. As shown by Jedidi et al., their choice-based method provides more 
accurate estimates of reservation prices than the self-stated methodology. In practical 
applications, the data will be more complex than in the example above. For example, 
there will be many more segments, products and bundles. In such cases, the choice of the 
optimal bundling policy is complicated. One approach is to use an optimization algo-
rithm (e.g. Hanson and Martin, 1990) to analyze the WTP results and cost data for the 
products and bundles in question.

4.2  Quantity discounts/nonlinear pricing
Suppose the Marriott Hotel seeks to determine how to price different packages for its 
standard rooms. Suppose the average WTP measures for stays of different durations in 
the hotel for three leisure segments are as shown in Table 2.2. Furthermore, assume that 
Marriott has sufficient room capacity to meet all demand.

Note that for any given consumer segment, the WTP is the highest for the fi rst night 
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and decreases for every successive night. Suppose the three segments are of equal size 
(1000 customers) and that the hotel’s marginal cost per room is approximately zero. (This 
is a reasonable assumption since most costs for maintaining hotel rooms are fi xed.) Hence 
any pricing policy that maximizes sales revenue also maximizes profi ts.

One option for Marriott is to set a uniform price per night, regardless of the duration 
of stay. Following the same procedure as in the bundling case, we fi nd that the sales-
revenue maximizing price is $55 per night. If Marriott uses this uniform pricing plan, it 
will sell 9000 hotel night stays and obtain a revenue (gross profi t) of $495,000. An alterna-
tive pricing strategy is to use a quantity discount pricing plan based on the ‘price-point’ 
method (see Dolan and Simon, 1996, p. 173). Using this approach, Marriott will proceed 
sequentially and set the revenue-maximizing price for each successive night stay. Table 
2.3 presents the optimal pricing results using the price-point method. 

Thus, for the fi rst night the optimal price is $90. This pricing policy leads to 3000 night 
stays and a revenue of $270,000. Conditional on this pricing policy, the optimal price for 
the second night is $60, yielding 3000 night stays and a revenue of $180,000. Conditional 
on the prices for the fi rst two nights, the optimal price for the third night is $55. Note 
that Segment 1 will not stay for a third night because its WTP for the third night ($35) 
is lower than the price for the third night ($55). Hence the hotel will sell 2000 night stays 
and obtain a revenue of $110,000. Similarly, we can determine the number of night stays 
and the corresponding revenues for the fourth and fi fth nights (see Table 2.3). Given 
this price-point strategy, Marriott will sell 11,000 night stays and make a gross profi t of 
$675,000. Note that, when Marriott uses a quantity discount pricing plan, it sells more 
hotel room nights and obtains a higher profi t than if it uses uniform pricing. Specifi cally, 
the number of hotel night stays increases from 9000 to 11,000 (a 22 percent increase) 

Table 2.2  WTP in dollars for a hotel night for different stay durations 

Night Segment 1 Segment 2 Segment 3

First 90 100 120
Second 60  75 100
Third 35  55  80
Fourth 20  40  60
Fifth 11  15  35

Table 2.3  Pricing of hotel night stays

Night Optimal price for nth 
night ($)

Number of night stays Sales revenues ($)

First 90   3000 270,000
Second 60   3000 180,000
Third 55   2000 110,000
Fourth 40   2000 80,000
Fifth 35   1000 35,000

Total 11,000 $675,000
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and gross profi ts increase even more sharply from $495,000 to $675,000 (a 36 percent 
increase).

As discussed, WTP information of the type presented in Table 2.2 can be collected in a 
number of different ways. For example, one can use conjoint or choice-based experiments 
where the quantity of product (e.g. different package sizes for a frequently purchased 
product or the number of hotel nights in the current example) is a treatment variable. See 
Iyengar et al. (2007) for an example of nonlinear pricing involving the sale of cellphone 
service. Alternatively, one can use different auction methodologies including the reverse 
auction method to estimate WTP.15

4.3  Product line pricing
In this section, we show how the fi rm can use information about WTP to determine its 
optimal product mix and product line pricing strategy after allowing for competition. 
Consider the following hypothetical example from the PC industry. For simplicity, 
suppose there are two players in the PC notebook market: Dell and Hewlett-Packard 
(HP). Let’s say that in the fi rst period Dell sells one model of notebook (DELL) and 
Hewlett-Packard also sells one model (HPC). Furthermore, there are fi ve segments, each 
of equal size (1 million), whose WTP for the DELL and HPC notebooks are as shown in 
Table 2.4, columns 2 and 3, respectively. 

Suppose the marginal costs for the DELL and HPC notebooks are equal ($800 per 
unit). In addition, Dell and HP set the prices of their models simultaneously in the fi rst 
period. Consider the following pricing scenario. Let’s say that Dell charges a price of 
$1200 for the DELL notebook and HP charges a price of $1400 for the HPC model. 
Then each consumer will choose the notebook model that maximizes her surplus. If 
the maximum surplus is negative, the consumer will not purchase either model. Given 
this set of prices, Segments 1 and 2 will purchase the DELL, Segments 3 and 4 will 

15 Internet retailers (e.g. Priceline.com) often sell hotel room nights using the reverse auction 
methodology. Consequently, bidding information by consumers can be used to infer their WTP for 
purchasing different quantities of a product.  

Table 2.4  WTP for different models of notebook computers by Dell and Hewlett-
Packard ($)

Segment WTP for

DELL HPC HPL HPH

1 1700 1200 500 1300 
2 1600 1100 600 1650 
3 1200 1500 700 1700 
4 1000 1400 800 1500 
5  900  900 900  900

Note: DELL 5 The notebook model made by Dell; HPC 5 The initial notebook made by HP; HPL 5 
Lower-quality notebook to be made by HP; HPH 5 Higher-quality notebook to be made by HP.
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purchase the HPC model, and Segment 5 will not purchase a notebook. Hence Dell 
will make a profi t of $800 million (5 unit margin 3 number of customers in Segments 
1 and 2 combined) and HP will make a profi t of $1200 million (5 unit margin 3 
number of customers in Segments 3 and 4 combined; see Table 2.5). Similarly, one can 
obtain the profi ts for Dell and HP for different sets of market prices. In the example, 
we assume that, if the consumer surpluses for any segment are zero for both products, 
half the segment will purchase the HP product and the other half will purchase the 
DELL model.

Assume that Dell and HP do not cooperate with each other. In Table 2.5, the * notation 
denotes the optimal price for DELL conditional on any price for HPC and the ** nota-
tion denotes the optimal price for the HPC notebook conditional on any price for the Dell 
notebook. Since the fi rms do not cooperate with each other, in the fi rst period Dell will 
charge a price of $1600 per notebook and HP will charge a price of $1400 per notebook. 
(This is the Nash equilibrium.) Given these prices, Dell will make a gross profi t of $1.6 
billion and HP will make a gross profi t of $1.2 billion. See Table 2.5.

Now, consider the second period. For simplicity, assume that Segment 5 (nonpurchas-
ers in the fi rst period) leaves the market in the second period. In addition, a new cohort 
of consumers enters the market in the second period. These consumers are clones of 
those in the fi rst period. That is, there are fi ve segments of equal size (1 million each) in 
the second period with the same set of reservation prices for notebook computers as the 
corresponding segments in the fi rst period.

Suppose HP has developed a new technology in the second period which allows it to 
add a new set of product features to its notebook computers. For simplicity, assume that 
the marginal costs of adding these new features are approximately zero.16 Suppose Dell 
does not have the technology to add these new features; in addition, Dell will continue to 
charge the same price for its DELL model in the second period ($1600 per unit).17

16 This assumption is not an unreasonable approximation since most costs are likely to be 
developmental. 

17 This assumption can be easily relaxed. 

Table 2.5  Industry equilibrium in the fi rst period

DELL 
price ($)

HPC price

$900 $1100 $1200 $1400 $1500 

 900 (250, 250) (300, 600**) (350, 600**) (500, 0) (500, 0) 
1000 (400, 300) (400, 600) (400, 800**) (700, 300) (800, 0) 
1200 (800*, 300) (800*, 600) (800, 800) (800, 1200**) (800, 1200)
1600 (0, 500) (800*, 900) (1600*, 800) (1600*, 1200**)  (1600, 700) 
1700 (0, 500) (0, 1200) (450, 1000) (900, 1200**) (900, 700)

Notes: All entries in parentheses are in millions of dollars. The fi rst entry denotes DELL’s gross profi ts and 
the second denotes the gross profi ts for HPC.
* optimal policy for Dell model conditional on price chosen by HP.
** optimal policy for HP conditional on price chosen by Dell.
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Given HP’s new technology, which notebook models should HP sell in the second 
period and what product line pricing policy should HP use? For simplicity, we assume 
that HP is considering adding a low-end model and/or a high-end model to its notebook 
product line. We consider three strategies. One alternative for HP is to continue to sell 
the old model (HPC) and to introduce the HPL model, a low-end notebook (Strategy A). 
A second alternative is to sell the old model (HPC) and introduce a high-end notebook, 
HPH, aimed at the premium market (Strategy B). A third strategy is to use a ‘fl anking’ 
strategy (Strategy C). That is, sell a low-end notebook (HPL) that is of lower quality than 
the DELL, sell a high-end notebook (HPH) that is of higher quality than the DELL, and 
continue selling the old HP model (HPC).18

We begin with Strategy A, where HP augments its product line in the second period 
by introducing only the low-end notebook. Consumers in the second period now have 
three choices: they can purchase the old HP model (HPC), the new low-end HP model 
(HPL), or the DELL. As before, consumers will make their purchase decisions to maxi-
mize their surpluses: if the maximum surplus from purchase is negative, consumers will 
not purchase the notebook. Then, following the previous approach, we can show that 
HP will leave the price of the old model (HPC) unchanged at $1400 per unit and charge 
a price of $900 per unit for the low-end model. Given these prices in the second period, 
consumers in Segments 1 and 2 will purchase the DELL and consumers in Segments 3 
and 4 will purchase the old HP model (HPC). However, consumers in Segment 5 will now 
purchase the low-end HP notebook (HPL). Note that the new low-end HP model does 
not cannibalize HP’s old product or steal sales from Dell. In particular, the incremental 
profi t to HP (5 $100 million) comes entirely from market expansion since Segment 5 now 
buys a notebook. Hence, given this product line policy, HP’s profi ts will increase from 
$1.2 billion in the fi rst period to $1.3 billion.

Suppose HP chooses to augment its product line in the second period by introducing 
only the new high-end PC notebook, HPH (Strategy B). Then, following the previous 
method, we can show that the optimal policy for HP is to discontinue the old model 
and charge $1500 for the high-end model. Given this product line strategy, Segment 1 
will continue to buy the DELL. However, Segments 2, 3 and 4 will buy the high-end 
HP model. Note that HP gains because of switching from a competitor (Segment 2) and 
‘good’ cannibalization (Segments 3 and 4). Specifi cally, there are three sources of gain: 
Segment 2 switches from the DELL to the high-end HP model (additional profi t to HP 5 
$700 million), Segment 3 upgrades to the new high-end HP model (additional profi t to HP 
5 $100 million), and Segment 4 also upgrades to the new high-end HP model (additional 
profi t to HP 5 $100 million). Hence HP increases its product line gross profi t by $900 
million (5 700 1 100 1 100) from $1.2 billion to $2.1 billion.

Finally, suppose HP uses a fl anking strategy by simultaneously introducing the 
low-end and high-end PC notebooks (Strategy C). Now, the optimal policy is to dis-
continue the old model as in Strategy B. Given this product line strategy, Segments 2, 3 
and 4 will purchase the high-end HP notebook and Segment 5 will purchase the low-end 
HP notebook. Note that, in contrast to the other strategies, there are three sources of 

18 We can show that, in our example, a sequential product introduction strategy is dominated 
by a simultaneous new product introduction strategy. 
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gain: switching from DELL (Segment 2), ‘good’ cannibalization (Segments 3 and 4), and 
market expansion (Segment 5). Specifi cally, Segment 2 switches from the DELL to the 
high-end HP notebook (incremental profi t5 $700 million), Segments 3 and 4 upgrade 
from the old model to the high-end HP notebook (incremental profi t5 $200 million), 
and Segment 5 purchases the low-end HP notebook (incremental profi t 5 $100 million). 
Hence HP’s product-line profi t increases by $1 billion (5 700 1 200 1 100) from $1.2 
billion in the fi rst period to $2.2 billion in the second.

These results show that Strategy C is optimal for HP. That is, the optimal product mix 
for HP in the second period is to discontinue its old notebook and to ‘fl ank’ DELL by 
simultaneously introducing two new notebooks: a low-end model (HPL) that is of lower 
quality than DELL and a high-end model (HPH) that is of higher quality than DELL.

In summary, as this example demonstrates, the fi rm cannot choose its product mix and 
product line pricing without knowing the distribution of reservation prices for its prod-
ucts and those of its competitors. For additional examples and technical details of how to 
use reservation price data for product-line pricing, see Jedidi and Zhang (2002).

5.  Concluding remarks and directions for future research
What can we conclude about the state of the art in WTP research and what are some 
useful directions for future research in this area? Managerially, the fi rm needs to know 
the joint distribution of consumers’ reservation prices (WTP) for its products and those 
of its competitors. As discussed, this information is necessary for the fi rm to determine 
how its new product policy affects cannibalization, market growth and the market shares 
of competing brands. In addition, the fi rm can use this information to implement nonlin-
ear pricing plans (e.g. quantity discount policies) and to determine its optimal bundling 
policy (e.g. choose which products to bundle and determine the optimal prices for the 
individual products and the bundle).

Methodologically, self-stated WTP are likely to be measured with error, regardless of 
the type of product (e.g. durable or nondurable). When estimating WTP for a public good 
that is not sold in the market (e.g. the benefi ts of an environmental policy to reduce pollu-
tion), the researcher may have no alternative but to use a contingent valuation method. If, 
however, the researcher is interested in measuring the WTP for a private good that is sold 
in the market (as is the case in most market research studies), a better approach is to use 
an appropriately designed conjoint study, a choice-based experiment, one of the auction 
methodologies (e.g. the Vickrey auction or the BDM auction method), or the incentive-
aligned conjoint methods (e.g. Ding et al., 2005; Park et al., 2007). Given the current 
state of knowledge, it is not clear which of these methods is superior in general and, if so, 
in what context (e.g. measuring the WTP for established products or products that are 
radically new in the marketplace). Hence a better approach for the market researcher may 
be to use more than one of the methods mentioned above to measure WTP, then use an 
objective statistical approach to combine results across methods by choosing appropriate 
weights for each method (e.g. Jedidi et al., 2003).

Future research should focus on several areas. From an applications viewpoint, 
research should compare different methods for measuring WTP and evaluate the incre-
mental gains from combining different methods in different contexts. This research 
is necessary so that managers can choose the optimal research design in a particular 
context, after evaluating the costs and benefi ts of different methods for measuring WTP. 
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Additional research is necessary to develop better measures of how consumers’ WTP 
vary with the quantity of product consumed. These measures are necessary for fi rms to 
implement nonlinear pricing strategies (e.g. quantity discount policy). Finally, future 
methodological research should address the issue of optimal bundling strategies when the 
fi rm can use nonlinear pricing plans for the individual products and bundles.

References
Allenby, Greg M. and Peter E. Rossi (1999), ‘Marketing models of consumer heterogeneity’, Journal of 

Econometrics, 89 (March/April), 57–78.
Anderson, J.C., Dipak Jain and Pradeep K. Chintagunta (1993), ‘Understanding customer value in business 

markets: methods of customer value assessment’, Journal of Business-to-Business Marketing, 1 (1), 3–30.
Ariely, Dan, George Loewenstein and Drazen Prelec (2003), ‘“Coherent arbitrariness”: stable demand curves 

without stable preferences’, The Quarterly Journal of Economics, 118 (1), 73–105.
Balistreri, E.C., G. McClelland, G. Poe and W. Schultze (2001), ‘Can hypothetical questions reveal true values? 

A laboratory comparison of dichotomous choice and open-ended contingent values with auction values’, 
Environmental and Resource Economics, 18, 275–92.

Becker, G.M., M.H. DeGroot and J. Marschak (1964), ‘Measuring utility by a single-response sequential 
method’, Behavioral Science, 9, 226–32.

Bishop, R. and T.A. Heberlein (1986), ‘Does contingent valuation work?’, in R. Cummings, D. Brookshire and 
W. Schulze (eds), Valuing Environmental Goods: An Assessment of the Contingent Valuation Method, Totowa, 
NJ: Rowman & Allanheld, pp. 123–47.

Cameron, Trudy A. and Michelle D. James (1987), ‘Estimating willingness to pay from survey data: an alterna-
tive pre-test-market evaluation procedure’, Journal of Marketing Research, 24 (4), 389–95.

Carlsson, F. and P. Martinsson (2001), ‘Do hypothetical and actual marginal willingness to pay differ in choice 
experiments?’, Journal of Environmental Economics and Management, 41, 179–92.

Chung, Jaihak and Vithala R. Rao (2003), ‘A general choice model for bundles and multiple-category prod-
ucts: application to market segmentation and optimal pricing for bundles’, Journal of Marketing Research, 
40, 115–30.

Ding, Min, Rajdeep Grewal and John Liechty (2005), ‘Incentive aligned conjoint analysis’, Journal of 
Marketing Research, 42 (1), 67–82.

Dolan, Robert J. and Hermann Simon (1996), Power Pricing, New York: The Free Press.
Frykblom, P. and J.F. Shogren (2000), ‘An experimental testing of anchoring effects in discrete choice ques-

tions’, Environmental and Resource Economics, 16 (3), 329–41.
Goett, Andrew A., Kathleen Hudson and Kenneth E. Train (2000), ‘Customers’ choice among retail energy 

suppliers: the willingness-to-pay for service attributes’, The Energy Journal, 21 (4), 1–28.
Hanemann, W. Michael, J. Loomis and B. Kanninen (1991), ‘Statistical efficiency of double-bounded dichoto-

mous choice contingent valuation’, American Journal of Agricultural Economics, 73, November, 1255–63.
Hanson, Ward A. and R. Kipp Martin (1990), ‘Optimal bundle pricing’, Management Science, 36, 155–74.
Hauser, John R. and Glen L. Urban (1986), ‘The value priority hypotheses for consumer budget plans’, Journal 

of Consumer Research, 12 (4), 446–62.
Hoffman, E., D. Menkhaus, D. Chakravarti, R. Field and G. Whipple (1993), ‘Using laboratory experimen-

tal auctions in marketing research: a case study of new packaging for fresh beef’, Marketing Science, 12, 
Summer, 318–38.

Iyengar, Raghuram, Kamel Jedidi and Rajeev Kohli (2007), ‘A conjoint approach to multi-part pricing’, 
Working Paper, Columbia Business School, Columbia University.

Jedidi, Kamel and Z. John Zhang (2002), ‘Augmenting conjoint analysis to estimate consumer reservation 
price’, Management Science, 48, 1350–68.

Jedidi, Kamel, Rajeev Kohli and Wayne DeSarbo (1996), ‘Consideration sets in conjoint analysis’, Journal of 
Marketing Research, 33, 364–72.

Jedidi, Kamel, Carl F. Mela and Sunil Gupta (1999), ‘Managing advertising and promotion for long-run profi t-
ability’, Marketing Science, 18 (1), 1–22.

Jedidi, Kamel, Sharan Jagpal and Puneet Manchanda (2003), ‘Measuring heterogeneous reservation prices for 
bundles’, Marketing Science, 22, 107–30.

Kagel, J.H. (1995), ‘Auctions: a survey of experimental research’, in John H. Kagel and Alvin E. Roth (eds), 
The Handbook of Experimental Economics, Princeton, NJ: Princeton University Press, pp. 501–85.

Kohli, Rajeev and Vijay Mahajan (1991), ‘A reservation-price model for optimal pricing of multiattribute 
products in conjoint analysis’, Journal of Marketing Research, 28 (3), 347–54.

Lee, Thomas and Eric T. Bradlow (2007), ‘Automatic construction of conjoint attributes and levels from online 
customer reviews’, Working Paper, The Wharton School, University of Pennsylvania.



60  Handbook of pricing research in marketing

List, John A. and Craig A. Gallet (2001), ‘What experimental protocol infl uence disparities between actual and 
hypothetical stated values?’, Environmental and Resource Economics, 20, 241–54.

Louviere, Jordan J. and George Woodworth (1983), ‘Design and analysis of simulated consumer choice or 
allocation experiments: an approach based on aggregate data’, Journal of Marketing Research, 20, 350–67.

Lusk, Jayson L. (2003), ‘Using experimental auctions for marketing applications: a discussion’, Journal of 
Agricultural and Applied Economics, 35 (2), 349–60.

Lusk, Jayson L. and Darren Hudson (2004), ‘Willingness-to-pay estimates and their relevance to agribusiness 
decision making’, Review of Agricultural Economics, 26 (2), 152–69.

Lusk, Jayson L. and Ted C. Schroeder (2004), ‘Are choice experiments incentive compatible? A test with quality 
differentiated beef steaks’, American Journal of Agricultural Economics, 86 (2), 467–82.

Lusk, Jayson L. and Ted C. Schroeder (2006), ‘Auction bids and shopping choices’, Advances in Economic 
Analysis & Policy, 6 (1), 1539–76.

Lusk, J.L., M.S. Daniel, D.R. Mark and C.L. Lusk (2001), ‘Alternative calibration and auction institutions for 
predicting consumer willingness to pay for non-genetically modifi ed corn chips’, Journal of Agricultural and 
Resource Economics, 26 (1), 40–57.

Lusk, Jayson L., T. Feldkamp and T.C. Schroeder (2002), ‘Experimental auction procedure: impact of 
valuation of quality differentiated goods’, Working Paper, Department of Agricultural Economics, Purdue 
University.

Park, Young-Hoon, Min Ding and Vithala R. Rao (2007), ‘Eliciting preference for complex products: a web-
based upgrading method’, Working Paper, Johnson Graduate School of Management, Cornell University.

Rutström, E.E. (1998), ‘Home-grown values and incentive compatible auction design’, International Journal of 
Game Theory, 27 (3), 427–41.

Shaffer, G. and Z. John Zhang (1995), ‘Competitive coupon targeting’, Marketing Science, 14, 395–416.
Shogren, J.F. and J.A. Herriges (1996), ‘Starting point bias in dichotomous choice valuation with follow-up 

questioning’, Journal of Environmental Economics and Management, 30, 112–31.
Silk, A.J. and G.L. Urban (1978), ‘Pre-test-market evaluation of new packaged goods: a model and measure-

ment methodology’, Journal of Marketing Research, 15, 171–91.
Spann, M., B. Skiera and B. Schafers (2004), ‘Measuring individual frictional costs and willingness-to-pay via 

name-your-own-price auctions’, Journal of Interactive Marketing, 18, 22–36.
Varian, Hal R. (1992), Microeconomic Analysis, 3rd edn. New York: Norton.
Vickrey, William (1961), ‘Counterspeculation, auctions, and competitive sealed tenders’, Journal of Finance, 

16, 8–37.
Wang, Tuo, R. Venkatesh and Rabikar Chatterjee (2007), ‘reservation price as a range: an incentive-compatible 

measurement approach’, Journal of Marketing Research, 44, 200–213.
Wertenbroch, Klaus and Bernd Skiera (2002), ‘Measuring consumers’ willingness to pay at the point of pur-

chase’, Journal of Marketing Research, 39, 228–41.



61

3  Measurement of own- and cross-price effects
Qing Liu, Thomas Otter and Greg M. Allenby

Abstract
The accurate measurement of own- and cross-price effects is difficult when there exists a mod-
erate to large number of offerings (e.g., greater than fi ve) in a product category because the 
number of cross-effects increases geometrically. We discuss approaches that reduce the number 
of uniquely estimated effects through the use of economic theory, and approaches that increase 
the information contained in the data through data pooling and the use of informative prior 
distributions in a Bayesian analysis.  We also discuss new developments in the use of supply-side 
models to aid in the accurate measurement of pricing effects.

Introduction
The measurement of price effects is difficult in marketing because of the many competitive 
offerings present in most product categories. For J brands, there are J2 possible effects 
that characterize the relationship between prices and sales. The number of competitive 
brands in many product categories is large, taxing the ability of the data to provide reli-
able estimates of own- and cross-price effects. A recent study by Fennell et al. (2003), for 
example, reports the median number of brands in 50 grocery store product categories to 
be 15. This translates into 225 own- and cross-effects that require measurement in the 
demand system.

Structure-imposing assumptions are therefore required to successfully estimate price 
effects. At one end of the spectrum, a pricing analyst could simply identify subsets of 
brands that are thought to compete with each other, and ‘zero-out’ the cross-effects for 
brands that are assumed not to compete. While this provides a simple solution to the task 
of reducing the dimensionality of the measurement problem, it requires strong beliefs 
about the structure of demand in the marketplace. Moreover, this approach does not 
allow the data to express contrary evidence.

Alternatively, one might attempt to measure directly all J2 own- and cross-price 
effects. However, it is quickly apparent that using a general rule of thumb that one 
should have n data points for each effect-size measured rules out the use of most com-
mercially available data. Using weekly sales scanning data and the rule that n 5 5 
results in the need for 20 years of data in food product categories such as orange juice 
or brownies. One could also engage in the generation of data through experimental 
means, using surveys or fi eld experiments. The data requirements, however, remain 
formidable.

We discuss approaches to measuring price effects that rely on modeling assumptions to 
(i) reduce the number of the effects being measured; and/or (ii) increase the information 
available for measurement. We begin with a brief review of economic theory relevant to 
price effects, and then discuss the use of economic models to measure them. We then turn 
our attention to approaches that increase the available information. These approaches 
are Bayesian in nature, with information being available either through prior information 
or from data pooled from other sources. We provide a brief review of modern Bayesian 
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methods for pooling data, including the use of hierarchical models, and models that 
incorporate the price-setting behavior of fi rms (i.e. supply-side models). We conclude 
with a discussion of measuring price effects in the presence of dynamic effects and other 
forms of interactions.

1.  Economic models for pricing
According to economic theory, own-price effects should be negative and cross-price 
effects should be positive for competitive goods. As the price of a brand increases, its own 
sales should decline. As the price of a competitive brand increases, sales should increase. 
A commonly encountered problem in the use of regression models for measuring price 
effects is that cross-effects are often estimated to have the wrong algebraic sign – i.e. they 
are estimated to be negative when they should be positive. Similarly, but less often, own-
price effects are estimated to be positive when they should be negative.

When price effects estimates have erroneous signs and large standard errors, a pricing 
analyst may be tempted to zero them out and re-estimate the remaining effects as 
described above. However, doing so imposes strong assumptions about the competitive 
nature of demand – it means that price of one brand has no effect on another brand, for 
any price, including zero. While approaches such as Bayesian variable selection (George 
and McCulloch, 1993) help quantify uncertainty in specifi cation searches (Leamer, 1978) 
such as this, they require the strong assumptions that some of the effect-sizes have a prior 
probability of being zero. The assumption of a zero effect is often untenable, especially 
when deriving estimates from aggregate sales data where at least some customers will 
react to the price change. So, while the practice of setting coefficients to zero solves the 
problem of incorrectly signed estimates, it does so by imposing somewhat unbelievable 
assumptions about the structure of demand.

An alternative approach is to employ economic theory to avoid the direct estimation 
of the J2 price effects. As with any theory, the use of an economic model reduces the 
dimensionality of the effects through model parameters.  Economic models of behavior 
are based on the idea of constrained utility maximization:

 Max
x

 U(x1,. . ., xJ ) 5 a
J

j51
cjxj

 subject  to a
J

j51
pjxj # E 

(3.1)

where U(x1,. . ., xJ) denotes the utility of x1 units of brand 1, x2 units of brand 2, . . . and 
xJ units of brand J. In the specifi cation above, utility takes on an additive form that 
implies that the brands are perfect substitutes. Moreover, this model assumes that utility 
increases by a constant amount cj as quantity (xj) increases (i.e. marginal utility is con-
stant). A consumer maximizes utility subject to the budget constraint where pj is the unit 
price of brand j, and E is the budgetary allotment – the amount the consumer is willing 
to spend.

The solution to equation (3.1) can be shown to lead to a discrete choice model, where 
all expenditure E is allocated to the brand with the biggest bang-for-the-buck, cj /pj. 
Assuming that marginal utility has a stochastic component unobservable to the analyst, 
i.e. cj 5 cj exp(ej ) , leads to the demand model:
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 Pr(xk . 0) 5 Prack

pk
.

cj

pj
 for all jb

 5 Pr(ln ck 2 ln pk . ln cj 2 ln pj for all j)  (3.2)

 5 Pr(ln ck 2 ln pk 1 ek . ln cj 2 ln pj 1 ej for all j)

The assumption that the error term, e, is normally distributed leads to a probit model, 
and the assumption of extreme value errors leads to the logit model. More specifi cally, if 
e is distributed extreme value with location zero and scale s, then equation (3.2) can be 
expressed as (McFadden, 1981):

 Pr(xk . 0) 5

exp c ln ck 2 ln pk

s
d

a
J

j51
exp c ln cj 2 ln pj

s
d

 5
exp[Vk ]

a
J

j51
exp[Vj ]

  

(3.3)

where Vk can be written as b0k 2 bp ln pk with bp 5 1/s and the intercept b0k equal to ln 
ck/s. Since the sum of all probabilities specifi ed by (3.3) adds up to 1, one of the model 
intercepts is not identifi ed, and it is customary to set one intercept to zero, leaving J 2 1 
free intercepts and one price coefficient.

Thus the use of an economic model (equations 3.1–3.3) requires J parameters to 
measure the J2 own- and cross-price effects. This represents a large reduction in param-
eters (e.g. from 225 to 15 when J 5 15) that greatly improves the accuracy of estimates. 
Given the estimated parameters in equation (3.3), own- and cross-price effects can be 
computed under the assumption that demand (x) takes on values of only zero or one. 
With this assumption, we can equate choice probability with expected demand, and we 
can compute own- and cross-effects as

 
'ln Prj

'ln pj
5     2 bp (1 2 Prj )  and   

'ln Prj

'ln pk
5 bpPrk (3.4)

where the former is what economists call own elasticity, and the later is the cross-elasticity. 
It measures the percentage change in expected demand for a percentage change in price.

Economic models can be used to improve the measurement of own- and cross-price 
effects in either of two ways. The fi rst is to use the model to suggest constraints for an 
otherwise purely descriptive model. The second is to directly estimate parameters of the 
micro economic model, and then use these to measure the price effects.

Using economic theory to constrain descriptive models
Most descriptive models of demand are of log-log or semi-log form. Researchers have 
extended descriptive models in various ways to achieve more fl exible functional forms 
and to account for uncertainty in the functional form (Kalyanam, 1996; Kalyanam and 
Shively, 1998). For typical marketing data, where the effective unit of analysis usually 
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only supplies a limited amount of data, highly fl exible descriptive models are especially 
likely to benefi t from constraints derived from economic theory. As we will show, the use 
of economic theory to derive prior distributions for descriptive models is especially useful 
in this context. A strong signal in the data can override the implications of economic 
theory but economic theory will dominate data that are not informative to begin with.

Equation (3.4) suggests a number of constraints on price coefficients that can aid direct 
estimation of the J2 own- and cross-price effects using descriptive models. Since bp is 
simply the inverse of the scale of the error term, we have bp > 0 as s2 > 0, implying that

 
'ln Prj

'ln pj
, 0  and   

'ln Prj

'ln pk
. 0 (3.5)

Constraints of this type, which we call ‘ordinal restrictions’, occur frequently in the 
analysis of marketing data. In addition to demand system estimation, the analysis of 
survey data and use of conjoint analysis are settings in which it is desirable to constrain 
coefficients so that they are sensible. In addition to expecting that people would rather 
pay less than more for an offering, researchers also may want to estimate models where 
preference for a known brand is preferred to an unknown brand, or that respondents 
prefer better performance assuming all else is held constant.

Natter et al. (2007) describe a decision support system used by bauMax, an Austrian 
fi rm in the do-it-yourself home repair industry, which employs ordinal restrictions 
to derive own effects with correct (negative) algebraic signs. These effects are used by 
bauMax to derive optimal mark-down policies for the 60,000 stockkeeping units in its 
stores. Store profi ts are reported to have increased by 8.1 percent using the decision 
support system.

Bayesian statistical analysis (see Rossi et al., 2005) offers a convenient solution to 
incorporating ordinal constraints in models of demand. In a Bayesian analysis, the 
analyst specifi es a prior distribution for the model parameters that refl ects his or her 
beliefs before observing the data. The prior is combined with the data through the likeli-
hood function to arrive at the posterior distribution:

 p(u  0  Data) ~ p(Data 0  u )p(u )  (3.6)

where p(u) denotes the prior distribution, p(Data | u) denotes the likelihood function; 
and p(u | Data) is the posterior distribution. In a regression model, for example, we have

 yi 5 xirb 1 ei ;  ei  ~ Normal(0, s2 )  (3.7)

and assuming the error terms are normally distributed, the likelihood of the observed 
data is

 p(Data 0  u 5 (b, s2 ) ) 5 q
n

i51
p(yi 0  xi, b, s2 ) 5 q

n

i51

1

"2ps2
 exp c 2 (yi 2 xi

rb) 2

2s2 d  (3.8)

where xi is treated as an independent variable and used as a conditioning argument in the 
likelihood, and the observations are assumed to be independent given the independent 
variables x and model parameters, u 5 (b, s2). A prior distribution for the regression 
coefficients b typically also takes on the form of a normal distribution:



Measurement of own- and cross-price effects   65

 p(b 0  b, s2 ) 5
1

"2ps2
 exp c 2 (b 2 b) 2

2s2 d  (3.9)

where the prior mean, b, and prior variance, s2, are specifi ed by the analyst. The prior for 
s2 is typically taken to be inverted chi-squared.

Allenby et al. (1995) demonstrate that ordinal constraints can be incorporated into the 
analysis by specifying a truncated normal prior distribution in (3.9) instead of a normal 
distribution:

 p(b 0  b, s2, ordinal  restrictions) 5 k exp ca
n

i51

2 (b 2 b) 2

2s2 d Iordinal  restrictions (3.10)

where k is an integrating constant that replaces the factor 1/"2ps2 in equation (3.9), I 
is an indicator function equal to one when the ordinal constraints are satisfi ed, and the 
parameters b and s2 are specifi ed by the analyst. Examples of ordinal constraints are that 
an own-price coefficient should be negative, or that a cross-price coefficient should be 
positive.

From (3.6), the posterior distribution obtained from the likelihood (equation 3.8) and 
truncated prior (equation 3.10) is:

 p(u  0  Data) ~ p(Data 0  u )p(u )Iordinal restrictions (3.11)

which is the truncated version of the unconstrained posterior. Thus the incorporation of 
ordinal constraints in an analysis is conceptually simple. The difficulty, until recently, has 
been in making equation (3.11) operational to the analyst. Analytical expressions for the 
posterior mean and associated confi dence, or credible intervals for the posterior distribu-
tion, are generally not available.

Markov chain Monte Carlo (MCMC) estimation offers a tractable approach to 
working with the truncated posterior distribution in (3.11). The idea is to replace difficult 
analytic expressions with a series of simple, iterative calculations that result in Monte 
Carlo draws from the posterior. A Markov chain is constructed with stationary distri-
bution equal to the posterior distribution, allowing the analyst to simulate draws from 
the posterior. These draws are then used to characterize the posterior distribution. For 
example, the posterior mean is estimated by taking the mean of the simulated draws from 
the posterior. Confi dence intervals and standard deviations are evaluated similarly.

An important insight about simulation-based methods of estimation (e.g. MCMC) 
is that once a simulator is developed for sampling from the unconstrained parameter 
distribution (equation 3.6), it is straightforward to sample from the constrained distribu-
tion (equation 3.11) by simply ignoring the simulated draws that do not conform to the 
restrictions. This is a form of rejection sampling, one of many tools available for generat-
ing draws from non-standard distributions.

Economic theory can also be used to impose exact restrictions on own- and cross-price 
effects. Consider, for example, the constraints implied by equation (3.4). A total of J2 – J 
constraints is implied by equation (3.4) because there are J2 own- and cross-price effects 
and just J parameters in the logit model in (3.3). One set of constraints is related to the 
well-known independence of irrelevant alternative (IIA) constraints of logit models. The 
IIA constraint is typically derived from the logit form in (3.3), where the ratio of choice 
probabilities of any two brands (e.g. i and j) is unaffected by other brands (e.g. k). Thus 
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changes in the price of brand k must draw proportionally equal choice probability share 
from brands i and j.

The IIA property is also expressed in equation (3.4) by realizing that the elasticity of 
demand for brand j with respect to the price of brand k (i.e. hjk) takes the form:

 hjk 5
'ln Prj

'ln pk
5 bpPrk  implying  hjk 5 hik 5 . . . 5 hJk 0  j 2 k (3.12)

Thus the change in the price of brand k has a proportionately equal effect on all other 
choice probabilities. Equation (3.12) implies a ‘proportional draw’ property for cross-
price effects. In a similar manner it can be shown (see Allenby, 1989) that

 
hjk

hji
5

Prk

Pri
 (3.13)

indicating that the magnitude of price elasticity is proportional to the choice probability. 
Equation (3.13) implies a ‘proportional infl uence’ property where an individual’s choice 
probability is infl uenced more by price changes of the brands they prefer. At an aggregate 
level, this implies that brands with greater market share have greater infl uence.

The constraints implied by equations (3.12) and (3.13) can be incorporated into 
descriptive regression models either by direct substitution or through the use of a prior 
distribution. Direct substitution imposes the constraints exactly, and a prior distribu-
tion provides a mechanism for stochastically imposing the constraints. For example, in 
analysis of aggregate data, one could substitute a brand’s average market share (m) for 
the choice probability, and reduce the number of parameters in a regression model by 
using equation (3.13):

 ln mjt 5 b0j 1 hjjln pjt 1 hjkln pkt 1 hjiln pit 1 c

 5 b0j 1 hjjln pjt 1 hjkaln pkt 1
mi

mk
ln pit 1 cb  (3.14)

where t is an index for time. A more formal and fl exible approach is to employ a prior distri-
bution that stochastically constrains model parameters to lie close to the subspace implied 
by the restrictions. Restrictions on the own- and cross-price effects can be expressed as 
functions of parameters, and priors can be placed on their functional values. To express 
the equality in equation (3.12), which is equivalent to h1k 2 h2k 5 . . . 5 h1k 2 hJk, a 
contrast matrix, R, is used:

 R 5 ≥
1 2 1 0 c

1 0 2 1 c

( ( c (
1 0 c 2 1

¥  (3.15)

If equation (3.12) holds exactly, the product Rh with h 5 (h1k,. . . hJk )  is a vector of 
zeros and a prior centered on this belief can be expressed using a normal distribution 
with mean zero:

 p(Rh) 5 (2p) 2 (J21)/2
 0  S 0   21/2exp c 2

1
2

(Rh)S21 (Rh) r d  (3.16)
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An advantage of this approach is that the prior distribution can be used to control the 
precision of the restriction through the variance–covariance matrix S.

Montgomery and Rossi (1999) use such an approach to impose restrictions on price 
elasticities in a descriptive model of demand. This approach assumes that the prior dis-
tribution can be constructed with measures that are (nearly) exogenous to the system of 
study. This assumption is also present in equation (3.14) when employing average market 
shares, mi, to impose restrictions. It is reasonable when there are many brands in a cat-
egory, such that any one brand has little effect on the aggregate expenditure elasticity for 
the category, when there are sufficient time periods so that the average market share for 
a brand is reliably measured and when there are no systematic movements in the shares 
across time.

Formal approaches to demand estimation
The use of linear models to estimate own- and cross-price effects has a long history in 
economics. Linearity, however, has been limiting research to a restricted number of utility 
functions. Demand functions, in general, are derived by solving for the demand that 
maximizes utility subject to the budget (i.e. income) constraint. For the Cobb–Douglas 
utility function, the demand function can be shown to be of log-log form where the 
logarithm of quantity is a linear function of logarithm of income and logarithm of price 
(Simon and Blume, 1994, Example 22.1). Other utility functions do not result in demand 
functions that are easily estimable with OLS (ordinary least squares).

Some analysts elect to start with the indirect utility function rather than the utility 
function. The indirect utility function is defi ned as the maximum utility attainable for a 
given set of prices and expenditure. It can be shown that differentiating the indirect utility 
function using Roy’s identify (see Simon and Blume, 1994, Theorem 22.5) leads to the 
demand equation in which demand is expressed as a function of price and income. Varian 
(1984, ch. 4) demonstrates that this approach usually leads to demand functions that are 
nonlinear. Some indirect utility functions, such as the translog function of Christensen 
et al. (1975), lead to linear systems for estimation if a representative economic agent is 
assumed and consumer heterogeneity is thus ignored. Integrating over a distribution 
of heterogeneity results in a nonlinear specifi cation that requires the use of alternative 
methods of estimation (see Allenby and Rossi, 1991 for an exception).

A direct approach to demand estimation is to derive the likelihood of the data cor-
responding to constrained utility maximization. Distributional assumptions are made 
about stochastic errors that enter the utility function, understood as information known 
to the consumer but not observed by the analyst, and from these primitive assumptions 
the likelihood is derived. Kim et al. (2002) provide an example of such an approach, 
where utility is specifi ed with diminishing marginal returns:

 max
x

 U(x1, . . ., xJ ) 5 a
J

j51
cj (xj 1 gj )

aj

 subject to a
J

j51
pjxj # E

 (3.17)

Here, gj translates the utility function to allow for corner and interior solutions. 
Diminishing marginal returns occur if aj is positive and less than one. The likelihood is 
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obtained by differentiating the Lagrangian U(x) 2 l(p9x 2 E) to obtain the Kuhn–Tucker 
(KT) conditions as follows:

 
'U
'x1

2 lp1 5 . . . 5
'U
'xJ

2 lpJ 5 0, that is, 
'U
'x1

 
1
p1

5 . . . 5
'U
'xJ

 
1
pJ

5 l

where 'U/'xj 5 cjaj (xj 1 gj )
aj21, j 5 1,. . . J. Assuming that log marginal utility can 

only be measured up to additive error, i.e. lncj 5 lncj 1 ej, and that the observed data 
conform to the KT conditions, we have for both xi and xj positive:

 ln(ciai (xi 1 gi )
ai21 )  2 ln pi 1 ei 5 ln(cjaj (xj 1 gj )

aj21 )  2 ln pj 1 ej (3.18)

or

  ( ln(ciai (xi 1 gi )
ai21 )  2 ln pi )  2 ( ln(cjaj (xj 1 gj )

aj21 )  2 ln pj ) 5 ej 2 ei (3.19)

Equation (3.19) provides a basis for deriving the likelihood of the data, p(Data | u 5 (c, 
a, g)) through the distribution of (ej 2 ei). The distribution of the observed data {xi, xj} 
is obtained as the distribution of the calculated errors {ei, ej} multiplied by the Jacobian 
of the transformation from e to x. Modern Bayesian (MCMC) methods are well suited 
to estimate such models because they require the evaluation of the likelihood only at spe-
cifi c values of the parameters, and do not require the evaluation of gradients or Hessians 
of the likelihood. Once the parameters of the utility function are available, estimates of 
own- and cross-effects can be obtained by solving equation (3.17) numerically for various 
price vectors and computing numeric derivatives.

Standard discrete choice models such as multinomial logit and probit models are the 
simplest examples of the direct approach. Utility is assumed to take a linear form with 
constant marginal utility (equation 3.1), and random error is introduced as shown in 
equation (3.2). Constant marginal utility implies that as income increases consumers 
simply consume more of the same brand rather than switching to a higher-quality brand. 
Allenby and Rossi (1991) use a non-constant marginal utility (non-homothetic), which 
motivates switching from inferior goods to superior goods as income increases. As a 
consequence, price responses are asymmetric. Price changes of high-quality brands have a 
higher impact on low-quality brands than vice versa (see Blattberg and Wisniewski, 1989 
for a motivation of asymmetric price response based on heterogeneity).

Chiang (1991) and Chintagunta (1993) remove the ‘given purchase’ condition inher-
ent to discrete choice models and model purchase incidence, brand choice and purchase 
quantity simultaneously through a bivariate utility function. A generalized extreme value 
distribution implies both a probability to purchase and a brand choice probability. A fl ex-
ible translog indirect utility function is maximized with respect to quantity given a brand 
is purchased. Variants of this approach have been used by Arora et al. (1998), Bell et al. 
(1999), and Nair et al. (2005).

The translog approach results in price effects that can be decomposed into three parts: 
changes in purchase probability, changes in brand choice given purchase occurrence; 
changes in purchase quantity given purchase occurrence and brand selection. Bell et al. 
(1999) show that these three components are infl uenced in different ways by exogeneous 
consumer-, brand- and category-specifi c variables.
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The linear additive utility specifi cation popular in marketing implies that all brands are 
perfect substitutes, so that only one brand is chosen as the utility-maximizing solution. 
Nonlinear utility functions such as (3.17) allow for both corner and interior solutions. 
That is, a consumer chooses one alternative or a combination of different alternatives as 
the result of utility maximization. Thus the model quantifi es the tradeoff between price 
and the variety of the product assortment (see Kim et al., 2002, 2007 for details). A differ-
ent form of nonlinear utility function is used by Dubé (2004), who motivates the choice 
of more than one brand by multiple consumption occasions that are considered during 
a customer’s shopping trip.

2.  Improving measurement with additional information
An alternative to constraining and/or reducing the parameter space through the use of 
economic models is to use approaches that attempt to increase the available information 
for estimation. We investigate two approaches to data pooling. The fi rst is with the use 
of random-effects models that effectively borrow information from other similar units 
through the random-effects distribution. The second approach pools information from 
the supply side. This approach views the prices themselves as endogenous to the system 
of study, and models are specifi ed as a system of demand and supply equations. Both 
approaches have become practical in applications with the advent of modern Bayesian 
methods.

Pooling across units
Random-effects models add another layer to the Bayesian prior distribution. Equation 
(3.9) is the prior associated with one unit of analysis, where the unit might be sales at a 
specifi c retailer or in a specifi c geographic region. When multiple units of analysis are 
available, it is possible to pool the data by specifying a relationship among the model 
parameters:

 p(Datai 0  ui )  for i 5 1, . . ., N

 p(ui 0  z)

 p(z)  (3.21)

where z are known as hyper-parameters – i.e. parameters that describe the distribution 
of other parameters. For example, p(Datai | ui) could represent a time-series regression 
model for sales of a specifi c brand in region i, with own- and cross-effects coefficients 
ui. The second layer of the model, p(ui | z), is the random-effects model. A commonly 
assumed distribution is multivariate normal. Finally, the third layer, p(z), is the prior 
distribution for the hyper-parameters.

Pooling occurs in equation (3.21) because ui is present in both the fi rst and second 
equations of the model, not just the fi rst. The data from all units are used to inform the 
hyper-parameters, and as the accuracy of the hyper-parameter estimates increases, so 
does that of the estimates of the individual-level parameters, ui. The posterior distribution 
of the hierarchical model in (3.21) is

 p( {ui}, z 0  {Datai} ) ~ q
N

i51
aq

Ti

t51
p(Datait 0  ui ) bp(ui 0  z)p(z)  (3.22)
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which highlights a key difference between the Bayeisan and non-Bayesian treatment 
of random-effects models. In a Bayesian treatment, the posterior comprises the hyper-
parameters and all individual-level parameters. In a non-Bayesian treatment, parameters 
are viewed as fi xed but unknown constants, the analysis proceeds by forming the margin-
alized likelihood of the data:

 p( {Datai}  0  z) 5 q
N

i51
3 aq

Ti

t51
p(Datait 0  ui ) bp(ui 0  z)dui (3.23)

The Bayesian treatment does not remove the individual-level parameters from analysis, 
and inferences about unit-specifi c parameters are made by marginalizing the posterior 
distribution in equation (3.22):

 p(ui 0  {Datai} ) 5 3p( {ui}, z 0  {Datai} )  d{u2 i, z} (3.24)

Modern Bayesian methods deliver the marginal posterior distribution of model param-
eters at no additional computational cost. The MCMC algorithm simulates draws from 
the full posterior distribution of model parameters in (3.22). Analysis for a particular 
unit, ui, proceeds by simply ignoring the simulated draws of the other model param-
eters, u

2i and z. Thus the hierarchical model, coupled with modern Bayesian statistical 
methods, offers a powerful and practical approach to data pooling to improve parameter 
estimates.

Allenby and Ginter (1995), and Lenk et al. (1996) demonstrate the efficiency of the 
estimates obtained from the hierarchical Bayes approach in comparison with the tradi-
tional estimation methods. The number of erratic signs on price-elasticity estimates is 
signifi cantly reduced as more information becomes available via pooling. Montgomery 
(1997) uses this methodology to estimate store-level parameters from a panel of retailers. 
Ainslie and Rossi (1998) employ a hierarchical model to measure similarities in demand 
across categories. Arora et al. (1998) jointly model individual-level brand choice and 
purchase quantity, and Bradlow and Rao (2000) model assortment choice using hierar-
chical models.

Bayesian pooling techniques have found their way into practice through fi rms such 
as DemandTec (demandtec.com), who specialize in retail price optimization. Current 
customers of DemandTec include Target, WalMart and leading grocers such as Safeway 
and Giant Eagle. A major challenge in setting optimal prices at the stockkeeping unit 
level is the development of demand models that accurately predict the effects of price 
changes on own sales and competitive sales. Retailers want to set prices to optimize 
profi ts in a product category, and a critical element involves estimating coefficients with 
correct algebraic signs (i.e. own-effects are negative, cross-effects are positive) so that an 
optimal solution exists. For example, if an own-effect is estimated to be positive, it implies 
that an increase in price is associated with an increase in demand, and the optimal price 
is therefore equal to positive infi nity. This solution is neither reasonable nor believable. 
DemandTec uses hierarchical Bayesian models such as equation (3.21) to pool data 
across similar stockkeeping units to help obtain more accurate price effects with reason-
able algebraic signs.

Another industry example of the use of hierarchical Bayesian analysis is Sawtooth 
Software (sawtoothsoftware.com), the leading supplier of conjoint software. Conjoint 
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analysis is a popular quantitative technique used to evaluate consumer utility for 
attribute levels, and express them in terms of a common metric. For example, consumer 
preference for different credit cards can be viewed in terms of utility for different interest 
rates, grace periods, annual fees, etc. Conjoint analysis estimates the part-worths of the 
levels of these attributes. In most studies, price is specifi ed as an attribute, and consumer 
price-sensitivity (bp) is measured at the individual-respondent level using a hierarchical 
model. The individual-level estimates are then used to predict changes in demand for 
all products in a category in response to changes in product attributes, including price. 
Data pooling via a hierarchical model structure is critical for obtaining individual-level 
part-worths because of the limited number of conjoint questions that can be asked of a 
respondent in an interview. Sales for the hierarchical Bayes version of Sawtooth’s con-
joint software now dominates their non-Bayesian version.

Incorporating supply-side data
Up to this point we have considered models where prices are viewed as explanatory of 
sales, and also independently determined. This assumption is acceptable when analyzing 
survey and experimental data because prices are set by the analyst. However, when data 
are from the marketplace, prices are set in anticipation of demand and profi ts. Observed 
prices are infl uenced by the preferences and sensitivities of consumers, the same factors 
(e.g. utility function parameters) that infl uence the magnitude of the own- and cross-price 
effects.

When explanatory variables are endogenously determined, the likelihood will comprise 
multiple equations that form a system of equations. Exceptions to this general rule are 
discussed by Liu et al. (2007). As discussed in the use of formal economic models above, 
the key in conducting analysis of simultaneous equation systems is to relate primitive 
assumptions about how errors enter the model to the likelihood for the observed data.

Consider, for example, a monopolist pricing problem using a constant elasticity model, 
where it is assumed that the variation in prices over time is due to stochastic departures 
from optimal price-setting behavior. The likelihood for the data is a combination of a 
traditional demand model:

 ln yt 5 b0 1 b1ln pt 1 et;  et  ~ Normal(0, s2
e )  (3.25)

and a factor for the endogenous price variable. Optimal pricing for the monopolist can 
be shown to be (see for example, Pashigian, 1998, p. 333):

 pt 5 mca b1

1 1 b1
beyt;  yt  ~ Normal(0, s2

y )  (3.26)

where mc denotes the marginal cost of the brand, and a supply-side error term has been 
added to account for temporal variation of observed prices from the optimal price. 
Taking logs of equation (3.26) yields

 ln pt 5 ln mc 1 lna b1

1 1 b1
b 1 yt;  yt  ~ Normal(0, s2

y )  (3.27)

Equations (3.25) and (3.27) form a system of equations that effectively pools supply-side 
information and improves the estimation of the own-price effect, b1, if the marginal cost 
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of the brand is known. That is, the average level of price is informative about b1 given 
marginal cost. The likelihood for equations (3.25) and (3.27) is obtained by solving for 
error terms:

 et 5 ln yt 2 b0 2 b1ln pt   ~  Normal(0, s2
e )

 yt 5 ln pt 2 ln mc 2 ln a b1

1 1 b1
b  ~ Normal(0, s2

y )
 (3.28)

and computing:

 p(Data 0  u ) 5 q
T

t51
p(yt, pt 0  b0, b1, s

2
e, s

2
y )

 5 q
T

t51
p(et, yt 0  b0, b1, s

2
e, s

2
y ) 3 J(et,yt)S (yt,pt) (3.29)

 5 q
T

t51
p(et, yt 0  b0, b1, s

2
e, s

2
y ) 3

1
yt 

pt

In this example, the supply-side equation offers additional information that is useful for 
estimating the own-price effect in two ways. The fi rst way, as mentioned above, is to help 
locate the value of b1 if marginal cost is known. The second way is through an ordinal 
constraint imposed by the supply-side model – i.e. b1 < 21 for the supply equation to 
be valid. If 21 # b1 < 0, b1/(11b1) is negative, equation (3.26) no longer yields the price 
that maximizes profi ts and thus the logarithm in equation (3.27) is not defi ned. Optimal 
pricing behavior with positive, fi nite prices exists only when own-price effects are elastic. 
Thus the supply-side equation constrains the estimates of price effects by merely ascer-
taining that optimal pricing with positive, fi nite prices is possible. This aspect of supply-
side analysis is investigated in more detail by Otter et al. (2007).

When the error terms, et and yt, are correlated, analysis without the supply side leads 
to inconsistent estimates (Besanko et al. 1998; Villas-Boas and Winer, 1999). The typical 
rational for correlated demand- and supply-side shocks is the presence of a common 
omitted variable that raises prices and demand at the same time – e.g. a retailer cor-
rectly anticipates a demand shock and simultaneously raises prices. Thus the presence of 
en dogenous price variation requires joint estimation of demand- and supply-side equa-
tions to obtain consistent estimates of own- and cross-price effects.

Supply-side equations may be reduced-form linear models (Villas-Boas and Winer, 
1999), or structural models where the supply-side equations are obtained through 
maximizing objective functions of fi rms and/or retailers. For example, Sudhir (2001a) 
obtains the supply-side pricing equations by assuming that the fi rm maximizes the sum 
of own profi ts and weighted competitor profi ts, where the weight on competitor profi ts 
characterizes cooperative (positive weight) or aggressive (negative weight) competitive 
behavior. Chintagunta (2002) obtains the supply-side pricing equations by assuming that 
retailers set prices to maximize a weighted sum of category profi ts and store brand share 
while accounting for manufacturers’ actions, store traffic effects and retail competition. 
Chintagunta and Desiraju (2005) obtain supply-side equations by maximizing a profi t 
function that accounts for fi rm interactions within a geographic market as well as inter-
actions across all geographic markets. Other examples of structural supply-side models 
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include Besanko et al. (1998), Sudhir (2001b), Draganska and Jain (2004) and Villas-Boas 
and Zhao (2005).

Techniques to obtain parameter estimates in demand- and supply-side equations 
include generalized method of moments (GMM) estimation using instrumental variables 
(see Berry, 1994; Berry et al., 1995; and Nevo, 2001), maximum likelihood estimation 
(see Villas-Boas and Winer, 1999; Villas-Boas and Zhao, 2005; and Draganska and Jain, 
2004), and the Bayesian approach (see Yang et al., 2003).

3.  Concluding comments
The measurement of own- and cross-price effects in marketing is complicated by many 
factors, including a potentially large number of effects requiring measurement, heterogen-
eity in consumer response to prices, the presence of nonlinear models of behavior, and the 
fact that prices are set strategically in anticipation of profi ts by manufacturers and retailers. 
Over the course of the past 20 years, improvements in statistical computing have allowed 
researchers to develop new models that improve the measurement of price effects.

The measurement of price effects is inextricably linked to choice and demand models, 
and more generally consumer decision-making. These are very active research areas, and 
the implications of many of the more recently published choice models for the measure-
ment of price effects and price setting have yet to be explored. In this chapter we focused 
on static models that imply (only) an immediate and continuous price response. There is 
active research on dynamic price effects. Dynamic price effects refer to the effects of price 
change on future sales as mediated by stockpiling and/or increased consumption. Effects 
to be measured include immediate, future and cumulative (immediate 1 future) effects of 
promotional and/or regular price changes, which may differ in sign and magnitude. For 
example, as shown by Kopalle et al. (1999), promotions have positive immediate effects 
but negative future effects on baseline sales. Autoregressive descriptive demand models 
(see, e.g., Kopalle et al., 1999; Fok et al., 2006) and utility-based demand models (Erdem 
et al., 2003) have recently been used to account for carry-over effects from past dis-
counts, forward-looking consumer behavior and competitive price reactions. The same 
approaches are taken to dealing with measurement difficulties – using theory to impose 
restrictions on parameters, Bayesian pooling, and adding supply-side information.

Finally, there is a large behavioral literature documenting the infl uence of consumer 
cognitive capacity, memory, perceptions and attitudes in reaction to price (see Monroe, 
2002 for a review). An active area of current research develops demand models that incor-
porate such behavioral decision theory for an improved measurement of price effects 
(Gilbride and Allenby, 2004, 2006).
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4  Behavioral pricing
Aradhna Krishna

Abstract
The focus is on ‘behavioral aspects of pricing’, or price effects that cannot be accounted for by 
the intrinsic price itself. After presenting a broad conceptual framework, I concentrate on two 
distinct streams of research. The fi rst is composed of laboratory experiments examining the 
impact of price presentation (e.g. externally provided reference price, whether a deal is presented 
in absolute dollars off or in percentage off the original price) on perceived price savings. The 
second stream uses secondary data on consumer purchases (scanner data) and focuses on the 
effects of internal reference prices, reference prices that are created by consumers themselves, 
on consumer purchase behavior.

Introduction
Victoria’s Secret frequently advertises ‘Buy two, get one free’. Storewide sales in Talbots, 
The Gap, Benetton and others are often announced by signs proclaiming ‘20–50% off’ 
or ‘Up to 70% off’. Are price cuts presented in different ways perceived differently by 
consumers? If the consumer rationally computes his (her) savings, mental effort could be 
reduced by simply stating the dollar savings to the consumer. Yet, apparently, the pres-
entation of the promotion has an impact on consumer deal evaluation and hence retail 
sales. In fact, much research in marketing attests to the effect of price presentation on 
deal perception (Das, 1992; Lichtenstein and Bearden, 1989; Urbany et al., 1988; Yadav 
and Monroe, 1993). Non-rational (in the traditional sense) processing of price informa-
tion is further attested to by Inman et al.’s (1990) fi nding that the mere presence of a sale 
announcement, without a reduced price, increased retail sales. Hence, an understanding 
of price presentation effects is insightful for retailers as well as for brand managers.

In similar vein, if a consumer is fortunate in frequenting a store multiple times when 
a particular brand is on sale, and then visits the store when it is not on sale, will she be 
less likely to purchase it – i.e. will the fact that she has purchased the product at a lower 
price in the past reduce her probability of buying it at regular price in the future? What if 
she has bought it at regular price for many shopping trips, and now fi nds it on sale? Will 
her probability of purchasing the brand increase by the same extent as it would decrease 
in the previous scenario? Comprehension of internal reference price effects – reference 
prices that are created by consumers themselves – is important when deciding on price 
changes over time.

In this chapter, we focus on ‘behavioral aspects of pricing’ or price effects that cannot 
be accounted for by the intrinsic price itself. After presenting a broad conceptual frame-
work, we concentrate on two distinct streams of research, price presentation effects and 
internal reference price effects, that have just been illustrated. The fi rst typically uses 
laboratory experiments, whereas the second uses secondary data on consumer purchases 
(scanner data). For price presentation effects, we report results from a meta-analysis 
(Krishna et al., 2002) where results from past literature are examined to determine the 
relative importance of different presentation effects (Section 2). For internal reference 
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price effects, we provide a summary of the papers that have been contributed in that area 
(Section 3). We begin with the framework.

1.  Conceptual framework
While much research in marketing and economics has focused on the effect of intrinsic 
price, only in the last three decades has research focused on behavioral aspects of pricing. 
However, the latter can be just as signifi cant for consumer choice. We identify a few of 
the behavioral aspects of special relevance to marketing researchers. By no means is this 
meant to be an exhaustive review of the literature. Figure 4.1 illustrates our conceptual 
framework.

The fi nal dependent variables in our conceptual framework are consumer choice among 
brands, purchase quantity and purchase timing. Two other intermediary dependent vari-
ables are identifi ed – subjective price and price fairness. Subjective price is assumed to 
be affected by many factors, as can be seen in Figure 4.1. Price fairness has also been 
attributed with many antecedents. We talk about each in turn.

Subjective price
We elaborate in detail on price presentation effects (through a published meta-analysis) 
and on internal reference price effects in Sections 2 and 3. However, two other price pres-
entation effects not included in the meta-analysis are worthy of mention – these are the 
effects of (i) ’99 cent endings and (ii) temporal pricing and partitioned prices.

99 cent endings Schindler and Kirby (1997) made an analysis of the rightmost digits 
of selling prices in retail advertisements and found an overrepresentation of 0, 5 and 9. 
Using the same historical data, they show that this practice cannot be explained by con-
sumers perceiving 9-endings as a round-number price with a small amount given back; 
instead, it is better explained by underestimation of 9-ending prices with left-to-right 
processing. Stiving and Winer (1997) provide further proof for the additional utility 
of 9-endings. Using scanner panel data, they show that 9-ending prices do indeed have 
additional utility for consumers and that predictive models need to account for this effect 
for more accuracy.

Temporal pricing and partitioned prices Another area of behavioral pricing research 
where many puzzles remain unresolved is that of partitioned pricing and temporal 
pricing. Gourville (1998) shows in his paper that pennies-a-day pricing is a better appeal 
to consumers for charitable donations than a larger amount paid per month. Similarly, 
Morwitz et al. (1998) show that separating the total price of a product into the base 
price and shipping charge is better than presenting it as one combined price. In both the 
temporal-price-framing case (Gourville, 1998) and the partitioned pricing case, consum-
ers are being asked to pay a larger number of smaller dollar amounts, and this is found 
to be better valued by consumers. These cases go against Thaler’s (1985) segregate losses 
rule. One explanation may be that very tiny amounts are ignored by consumers – in the 
pennies-a-day case, all payments are deemed trivial, and in the partitioned pricing case, 
the shipping charge is small in comparison with the base price and is ignored. Thus, 
Thaler’s arguments do not extend to these cases. Such a hypothesis nevertheless needs 
further research.



78

In
te

rn
al

 r
ef

er
en

ce
 p

ri
ce

s

P
ri

ce
 p

re
se

nt
at

io
n

A
nt

ec
ed

en
ts

 o
f p

er
ce

iv
ed

 p
ri

ce
 fa

ir
ne

ss

• 
P

as
t 

pr
ic

es
• 

C
om

pe
ti

ti
ve

 p
ri

ce
s

• 
99

 c
en

t 
en

di
ng

s
• 

P
ar

ti
ti

on
ed

 p
ri

ce
s

• 
T

em
po

ra
l p

ri
ci

ng
• 

R
ef

er
en

ce
 p

ri
ce

• 
D

ea
l p

la
us

ib
ili

ty
• 

O
th

er
 e

ff
ec

ts
 

co
ve

re
d 

in
  F

ig
ur

e 
4.

2

• 
F

ir
m

 r
ep

ut
at

io
n

• 
In

fe
rr

ed
 r

el
at

iv
e 

pr
of

it
• 

In
fe

rr
ed

 m
ot

iv
e 

of
 f

ir
m

• 
D

ir
ec

ti
on

 o
f 

pr
ic

e 
ch

an
ge

• 
H

um
an

 o
r 

in
hu

m
an

   
co

m
m

un
ic

at
io

n 
of

 p
ri

ce
 c

ha
ng

e
• 

P
ri

ce
 t

o 
se

lf
 v

er
su

s 
pr

ic
e 

to
 o

th
er

s

S
ub

je
ct

iv
e 

pr
ic

e

• 
P

er
ce

iv
ed

 s
av

in
gs

P
er

ce
iv

ed
 p

ri
ce

 fa
ir

ne
ss

O
bs

er
ve

d 
co

ns
um

er
 b

eh
av

io
r

• 
C

ho
ic

e 
am

on
g 

br
an

ds
• 

P
ur

ch
as

e 
qu

an
ti

ty
• 

P
ur

ch
as

e 
ti

m
in

g

F
ig

ur
e 

4.
1 

  C
on

ce
pt

ua
l f

ra
m

ew
or

k



Behavioral pricing   79

Price fairness
Campbell (1999) provides a rigorous structure for the antecedents and consequences 
of perceived price fairness. She sets up a scenario where a fi rm intends to sell a doll by 
auction just before Christmas because of its rarity. The auction implies a sudden price 
change (i.e. price increase) compared to the doll’s normal market price. Campbell shows 
in this context that the auction is perceived as more unfair when the fi rm actually makes 
more profi t than it normally does. Furthermore, when consumers impute a negative 
motive to the fi rm (e.g. the fi rm is making extra profi t), the auction is perceived as signifi -
cantly less fair than the same auction when the fi rm’s motive is seen as positive (e.g. the 
money is going to a charity). Furthermore, fi rms with good reputations are more likely 
to be given the benefi t of the doubt by consumers about their motive. More recently, 
Campbell (2007) further studies the antecedents of price (un)fairness by incorporating the 
effects of the source of price information and affect on consumers’ perceived price (un)
fairness. The research shows that whether the price change (increase or decrease) is com-
municated by human or nonhuman means (e.g. price tag) moderates consumers’ fairness 
perception. This is because the imputed motive of the marketer and affect elicited by such 
price information both mediate the effect of the price change.

Other authors have studied the effects of perceived price unfairness arising from tar-
geted pricing whereby fi rms offer different prices to different consumers. Krishna and 
Wang (2007) demonstrate experimentally that consumers will leave money rather than 
interact with fi rms that are perceived to engage in targeted pricing that is believed to be 
unfair. Feinberg et al. (2002) show that, in this context, the competitive equilibrium will 
not necessarily be one where fi rms offer lower prices to new customers to attract them, 
but can be one where fi rms offer lower prices to old customers to retain them. Krishna 
et al. (2007) fi nd a similar result in the context of increasing prices where a constant 
price is perceived as a deal. Most competitive models in marketing are based on the 
assumption that consumers are rational utility-maximizers who are motivated only by 
‘self-regarding preferences’. That is, they care only about their own payoffs. In the papers 
incorporating fairness, it is shown that consumer behavior may also be affected by ‘social 
preferences’.

We now discuss the meta-analysis of price presentation effects.

2.  Meta-analysis of price presentation effects1

Krishna et al. (2002) offer a fairly broad meta-analysis of price presentation effects. Their 
coverage of effects is shown in Figure 4.2. It can be seen that they examined the impact of 
four broad categories of price presentation factors on consumers’ perceived price savings 
from purchasing on price promotions (see Zeithaml, 1982; Dickson and Sawyer, 1990).

The fi rst set of factors is situational. These factors encompass the overall situation for 
the price promotion, e.g., is the evaluation for a national brand or a private label brand, 
is it within a discount store or a specialty store, are consumers comparing prices within 
or between stores, and/or is this kind of promotion distinct (versus competition) and/or 
consistent (over time) or not? The second set of factors, presentation effects, addresses 
whether it matters how the promotions are communicated, and are some ways of doing 

1 This part of the chapter is based upon Krishna et al. (2002).
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so better than others? For instance, is a tensile claim of ‘save up to 70%’ better than a 
claim of ‘save 40%’? The third set of factors is the deal characteristics, e.g. how much 
of a discount is offered to the consumers. The fi nal set of factors relates to the specifi c 
studies used in this research and attempts to control for any idiosyncratic effects from 
a study.

The conceptual model in Figure 4.2 posits that the above four factors may also interact 
in their effect on the perceived savings. For instance, the type of brand (national or local) 
may interact with the size of the deal to infl uence consumers’ perceptions of the savings. 
According to Zeithaml’s (1982) conceptual schema, the consumer acquires and encodes 
the ‘objective price’ (stimulus) to form the ‘subjective price’. In Figure 4.1, the objective 
price is represented by the ‘deal characteristics’ and the ‘subjective price’ by ‘perceived 
savings’. For the meta-analysis, ‘perceived savings’ was the dependent variable, and ‘deal 
characteristics, situation, price presentation’ and ‘study effect’ were the independent 
variables.

Data, models and results
Krishna et al. (2002) use published literature where ‘perceived savings’ was the dependent 
variable. Further, they required that deal evaluation be actually measured as opposed to 
inferred. Hence the focus is on experimental and not on scanner-based research (these 
are considered in Section 3). The ABI Inform and Psychlit indices from 1980 until 1999 
were used to search for articles. In addition, they searched through Journal of Marketing, 
Journal of Marketing Research and Journal of Consumer Research, American Marketing 
Association proceedings and Association of Consumer Research proceedings that had 
been published before December 1999. Twenty articles passed their screening criteria (see 
Table 4.2). If an author conducted a 2 X 2 experiment, they treat this as four observations. 
Across all 20 articles, they have 345 observations, i.e. data points.

Across the articles, authors used different measures of ‘perceived savings’. To make the 
different scales comparable, Krishna et al. transformed them to a percentage. Defi nitions 
of independent variables and the values of categorical independent variables appear in 
Table 4.1. The categorical independent variables are coded using dummy variables.

We elaborate on one typical study included in the meta-analysis. Berkowitz and 
Walton (1980), for instance, asked subjects to evaluate three newspaper advertisements 
taken from local papers. Subjects were assigned to one of four semantic (price presenta-
tion) cues – ‘compare at $1.25, now $1.00’, ‘regular $1.25, sale $1.00’, ‘total value $1.25, 
sale $1.00’, ‘20% off, now only $1.00’. Subjects then rated the item in the advertisement 
on various seven-point scales, e.g. perceived savings, willingness to buy.

Krishna et al. (2002) estimated various models on the data, e.g. a main effects model 
with all (45) main effects of the design variables plus the study average of ‘perceived 
savings’ (to account for idiosyncrasies of each study), and a model with all main effects 
plus signifi cant interactions. At the aggregate level, all models explained more than 70 
percent of the variance. Here we present the major fi ndings from their analysis (detailed 
results can be obtained from their paper). Table 4.2 summarizes these fi ndings.

The most important factors infl uencing consumers’ perception of the deal are the  ●

deal characteristics and price presentation effects – factors that the manager has 
the most control over.
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Table 4.1  Independent variables

Independent variables 
and variable levelsa

Defi nition Articles with variance across 
independent variablesb

DEAL CHARACTERISTICS

% of dealc Most studies 
Amount of deal Most studies 
Additional savings on 

bundle
Low and Lichtenstein (1993); Yadav 
and Monroe (1993); Das (1992)

Base price of item Between-article variationd

No. of items on deal/
no. of deals observed

Number of observations provided 
to subjects

Between-article variation

Size of the bundle Number of items in the bundle 
presented to the subjects

Low and Lichtenstein (1993); 
Buyukkurt (1986)

Variance of deals How deal amount varies over 
time/ uncertainty in deal price

Buyukkurt (1986)

High
None/low
Free gift value
Low ●  Value of free gift is small 

relative to base price of product
Low and Lichtenstein (1993)

High or none ●  High if there is a free gift and 
none if there is no free gift 

SITUATION VARIABLES

Brand type
Fictitious Blair and Landon (1981)
Generic Dodds et al. (1991)
National Berkowitz and Walton (1980)
Private Bearden et al. (1984)
None specifi ed

Store type
Department Dodds et al. (1991)
Discount Berkowitz and Walton (1980)
Specialty Buyukkurt (1986)
Supermarket
None specifi ed

Type of good
Packaged Berkowitz and Walton (1980)
Other ●  Durable or soft good Das (1992)

Category experience
High High versus low consumer 

knowledge/experience with the 
category

Some between-article variation

Low
Not specifi ed
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Table 4.1 (continued)

Independent variables 
and variable levelsa

Defi nition Articles with variance across 
independent variablesb

Ad frame
Advertisement Catalogue format versus 

advertisement format versus 
shopping simulation

Blair and Landon (1981)
Grewal et al. (1996)
(lots of between-study variance)

Catalogue
Shopping

PRICE PRESENTATION 
VARIABLES

External reference 
price

Manufacture suggested 
price (MSP)

Blair and Landon (1981); Urbany 
et al. 1988)

Regular price Burton et al. (1993); Das (1992)
None Bearden et al. (1984); Berkowitz and 

Walton (1980)
Della Bitta et al. (1981)

Objective (non-tensile) 
deal frame

Coupon ●  Deal given as a coupon Berkowitz andWalton (1980); Della 
Bitta et al. (1981)

Dollar ●  e.g. $__ off Biswas and Burton (1993, 1994); 
Burton et al. (1993)

Free gift ●  e.g. a free premium Low and Lichtenstein (1993); Das 
(1992)

% ●  e.g. __% off Bearden et al. (1984); Chen et al. 
(1998)

X-For ●  e.g. 2 for the price of 1
None (fi nal price given)

Tensile deal frame
Maximum ●  Save up to __ Biswas and Burton (1993, 1994)
Minimum ●  Save __ and more Mobley et al. (1988)
Range ●  Save __ to __
Non-tensile (objective) 

deal frame
●  No tensile deal frame

Plausibility
Implausible Lichtenstein and Bearden (1989); 

Urbany et al. (1988)
Plausible – small Grewal et al. (1996); Suter and 

Burton (1996)
Plausible – large Dodds et al. (1991); Berkowitz and 

Walton (1980)
Plausible Low and Lichtenstein (1993); 

Lichtenstein et al. (1991)
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Table 4.1 (continued)

Independent variables 
and variable levelsa

Defi nition Articles with variance across 
independent variablesb

Store frame
Between stores ●  e.g. our price, compare with _ 

at __
Urbany et al. (1988); Grewal et al. 
(1996)

Within store ●  e.g. regular price __, sale price 
__

Berkowitz and Walton (1980); 
Burton et al. (1993)

Both Lichtenstein et al. (1991)

Consistency
High ●  Of deals over time Lichtenstein and Bearden (1989)
Low Three articles specifi cally discuss 

manipulating ‘consistency’. 
Lichtenstein and Bearden 
(1989) manipulate high and low 
consistency through high and 
low deal frequency. Burton et 
al. (1993) and Lichtenstein et al. 
(1991) depict high consistency by 
using a within-store frame (was 
$__, now only $__)

Burton et al. (1993)
Lichtenstein et al. (1991)

Neither (not 
applicable)

Distinctiveness
High ●  Of deal versus other brands Lichtenstein and Bearden (1989)
Low Three articles specifi cally discuss 

manipulating ‘distinctiveness’. Of 
these three, Burton et al. (1993) and 
Lichtenstein et al. (1991) manipulate 
high distinctiveness through a 
between-store frame (seen elsewhere 
for $__, our price $__) 

Burton et al. (1993)
Lichtenstein et al. (1991)

Neither (not 
applicable)

Sale announced?
Yes ●  Offered price is termed a sale Yadav and Monroe (1993)
No ●  Offered price does not state that 

it is a sale
Burton et al. (1993)

Free gift value
Low ●  Value of free gift is small 

relative to base price of product
Low and Lichtenstein (1993)

High or none ●  High if there is a free gift and 
none if there is no free gift 

Bundle frame
Loss Kaicker et al. (1995)
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Within deal characteristics, the most important factors are the additional savings  ●

on a bundle and the deal percentage. However, as the size of the bundle increases, 
consumers perceive the deal less favorably. Thus small bundles with high percent-
age discounts are most signifi cant for consumers.
Within price presentation e ● ffects, Krishna et al. (2002) found several interesting 
interactions. First, the plausibility of the deal (or size of the deal) interacts with 
whether or not regular price is given. ‘Implausibility’ of a deal makes it less attrac-
tive. However, a large deal amount more than compensates for its lower plausibil-
ity, so that larger deals are evaluated more favorably than smaller deals. A second 
interesting interaction is that within-store frames (e.g. regular price $1.99, sale price 
$1.59) are more effective when the consumer is shopping, but between-store frames 
(e.g. our price $1.59, compare with $1.59 at Krogers) are more effective when com-
municating with consumers at home.
Within situational e ● ffects, the most important factors are brand (both store and 
item). Deals on national brands are evaluated more favorably than those on private 
brands and generics; and consumers value deals less in stores that have higher 
deal frequency (discount stores) compared to stores perceived to have lower deal 
 frequency (e.g. specialty stores).

Table 4.1 (continued)

Independent variables 
and variable levelsa

Defi nition Articles with variance across 
independent variablesb

Mixed (gain and loss)
Gain

Combined prices?
Yes Single price for bundle Kaicker et al. (1995);
No Each item has its own price Some between-study variation

STUDY EFFECT

Number of variables 
manipulated 

Between-article variation only

Number of subjects 
in cell

Within- and between-article 
variation

Study average Between-article variation only
Multiple scales for DV
Yes ●  DV is measured as a sum of 

multiple-scale items
Between-article variation only

No ●  DV is measured as a single-scale 
item

Notes:
a  Default level is given in italics.
b  Some independent variables had variation across articles and some had variation both across and within 

articles.
c  Variable is continuous.
d  Variation in the independent variable occurred across articles, not within the same article.
e  Variance of deals is coded with dummy variables with none/low as the base case.
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Table 4.2  Important fi ndings from the meta-analysis

Variables studied Effect on dependent variables

Deal characteristics

Amount of deal, % of deal Both positively infl uence perceived saving
Variance of deals High deal variances lead to lower perceived 

savings

Situational effects

Brand type: national brands versus private 
brands and generics

Deals on national brands yield higher 
perceived savings

Type of good: packaged goods versus other 
(durable, soft) goods

Deals on packaged goods yield higher 
perceived savings

Store type: discount store versus department 
and specialty stores

Deals in discount stores lead to lower 
perceived savings 

Price presentation effects

External reference price: regular price Presence of regular price increases perceived 
savings

Minimum tensile claim versus non-tensile 
claim

Minimum tensile claims yield lower perceived 
savings

Plausibility: small and plausible deals versus 
large but plausible deals and implausible 
deals

Small and plausible deals yield higher 
perceived savings

Consistency Less consistent deals yield higher perceived 
savings

Distinctiveness More distinctive deals yield higher perceived 
savings

Interactionsa

Regular price and deal percentage Presenting a regular price as an external 
reference price reduces perceived saving when 
the deal percentage is extremely large

Regular price and plausibility The presence of a regular price enhances the 
perceived savings of large but plausible deals 
and implausible deals but not small plausible 
deals

MSP and brand type Presenting MSP increases perceived savings 
more for national brands than for other 
brands

Brand type and plausibility Large but plausible deal on a national brand 
results in higher perceived savings as opposed 
to a large plausible deal on other brands

Deal percentage and store type Large deals in department store yield higher 
perceived savings than those in discount, 
specialty stores, or supermarkets

Note: a The effects of interactions are explained considering the interaction effect and both the main effects.
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The meta-analysis shows that many price features, other than the intrinsic price, signifi -
cantly infl uence perceived savings and hence should be taken into account by managers in 
structuring deals. Another synthesis of reference pricing research has been done by Biswas 
et al. (1993). In addition to a narrative review, their article presents a meta-analysis based 
on 113 observations from 12 studies. A major difference between this earlier study and 
Krishna et al.’s (2002) is that the former study concentrates on statistical signifi cance and 
variance explained, whereas the latter focuses on the magnitude of the effects. Second, 
the former study analyzes one variable at a time, whereas the latter analyzes data in a 
multivariate fashion. A second important reference is an integrative review of compara-
tive advertising studies done by Compeau and Grewal (1998). This review builds upon the 
meta-analysis done by Biswas et al. (1993) and has 38 studies. This analysis also focuses on 
statistical signifi cance and variance explained, and does so one variable at a time.

We now turn to a discussion of ‘scanner data’-based research that incorporates con-
sumers’ internal reference prices.

3.  Prediction models incorporating consumer reference prices
As will be clear from this Handbook, much research in marketing has focused on predict-
ing consumer choice. These models typically do not use experimental data (and, as such, 
do not fall within the purview of our meta-analysis), but use scanner data, secondary 
data on consumer purchases over time. Starting with Winer’s (1986) work, some choice 
models have tried to incorporate the notion of an ‘internal reference price’ – we call 
this body of research ‘reference price effects in choice models’. Internal reference prices 
are constructed by consumers themselves and are ‘an internal standard against which 
observed prices are compared’ (Kalyanaram and Winer, 1995). They are used to gauge 
how ‘good or fair’ the observed price is. Conceptually, they can be construed as a ‘fair 
price’ or an ‘expected price’. Note that the internal reference price is different from an 
‘external reference price’ provided by the retailer; an external reference price is provided 
along with a (lower) price the retailer is offering and is used as a means to encourage 
consumers to purchase the product (or service). The external reference price can be, for 
example, a manufacturer-suggested retailer price, what the price was, what other retailers 
are charging, etc.

Operationally, internal reference prices have taken many forms, so that they can be 
based on current prices (e.g. current price of the last brand purchased), past prices (e.g. 
the brand’s price on the last purchase occasion), or on past prices and other variables 
(such as market share of the brand). Briesch et al. (1997) offer a comparative analysis of 
reference price models that use different operationalizations of reference price – they fi nd 
that models based on past prices do best in terms of fi t and prediction.

Reference-price choice models are constructed so that, if the observed price is lower 
than the reference price, then choice probability increases; if the observed price is higher, 
then the choice probability decreases. While Winer (1986) incorporated a reference price 
effect, Lattin and Bucklin (1989) introduced a reference promotion effect so that there 
is a reference level of promotion frequency which dictates how the consumer responds 
to a promotion. Kalyanaram and Little (1994) estimate a latitude of acceptance around 
the reference price, and show that it is wider for consumers with higher average reference 
price, lower purchase frequency, and higher average brand loyalty.

Some researchers have taken the notion of reference prices one step further and have 
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built the concepts of prospect theory on top of reference price effects, since they lend 
themselves quite easily to such interpretation. A lower observed price versus the ‘refer-
ence price’ is seen as a ‘gain’ whereas a higher observed price is seen as a ‘loss’. Further, 
‘gains’ and ‘losses’ are predicted to have different effects on choice. According to pros-
pect theory, ‘losses loom larger than gains’, i.e. losses have stronger effects compared to 
equivalent gains. This is tested within the context of brand-choice models by Kalwani 
et al. (1990) and Hardie et al. (1993), and both brand-choice and purchase and quan-
tity models by Krishnamurthi et al. (1992). Different parameters are estimated for the 
effect of ‘gains’ versus ‘losses’ on choice. Most researchers fi nd signifi cant and predicted 
effects for gains and losses (losses have larger negative than gains have positive effects). 
Krishnamurthi et al. (1992) also show that sensitivity to gains and losses is a function of 
loyalty toward the brand for both choice and quantity models, and is also a function of 
household stock-outs for quantity models. Hardie et al. (1993) also introduce the notion 
of a reference brand, so that the current price of any brand is compared to the current 
price of the referent brand. While the aforementioned articles focus on empirical estima-
tion, Putler (1992) incorporates the effects of reference price into the traditional theory of 
consumer choice and then tests it on egg sales data. Like other researchers, he too fi nds 
asymmetry for egg price increases versus decreases.

For more detailed and excellent summaries of research on reference price effects, the 
reader should consult Kalyanaram and Winer (1995) and Mazumdar et al. (2005).

4.  Future research
This chapter shows that the price of a product can affect observed consumer behavior in 
various ways other than through the actual price. Both subjective price and price fairness 
affect consumer choice of product, purchase quantity and purchase timing. Subjective 
price is affected by price presentation and internal reference price, which are each com-
posed of a host of factors, and also by ‘99 cent’ endings, partitioned prices and temporal 
pricing. Similarly, perceived price unfairness has several antecedents.

We focus on price presentation effects and summarize a meta-analysis of 20 published 
articles in marketing that focus on price presentation. We also provide a summary of the 
effect of internal reference price (formed as a function of observing different prices over 
time) on consumer behavior.

In terms of predictive models, besides price presentation effects, there is much scope 
for incorporating other behavioral effects – internal reference price is just one single 
behavioral pricing aspect. Thus an important direction for future research is to see how 
price presentations affect ‘consumer behavior’ as opposed to ‘consumer perceptions’. The 
studies in the meta-analysis were based upon laboratory experiments. Few studies have 
assessed the effect of different price presentations on consumer behavior (for an excep-
tion, see Dhar and Dutta, 1997). Of course, a major reason for this is lack of data. While 
scanner data record a host of information, price presentation is still not included in the 
data. Future research should try to obtain these additional data within the context of 
scanner data, and replicate the laboratory-experiment results in the fi eld. Additionally, 
future research should incorporate other behavioral aspects, besides internal reference 
prices and price presentation effects, within predictive models.

While normative models have begun to incorporate the effects of perceived price fair-
ness (e.g. Feinberg et al., 2002), predictive models have still not followed suit and this is 
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another area for future research. Yet another area fruitful for research is the behavioral 
aspects of online shopping, e.g. how shopping bots may have altered price response 
behaviors online as well as infl uenced responses in physical stores. Researchers could 
also further examine the lower relevance of price when the product is linked to a ‘cause’ 
(e.g. part of proceeds from the sales of the product go towards AIDS research). Arora 
and Henderson (2007) show that these ‘embedded premiums’ are in a sense a price deal 
not to the consumer but to the cause. This needs additional work. Besides brand choice, 
purchase quantity and timing, another construct to focus on is consumption and how 
perceived price affects it. Clearly, there is much left to study in the area of behavioral 
pricing.
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5  Consumer search and pricing
Brian T. Ratchford*1

Abstract
In most cases, consumers must search for information about prices and product attributes, and 
fi nd it too costly to become perfectly informed. The consequent departure from perfect informa-
tion affects the pricing behavior of sellers in a variety of ways. The purpose of this chapter is to 
review the literature on consumer search, and on the consequences of consumer search behavior 
for the behavior of markets. The review fi rst focuses on summarizing theoretical models optimal 
search, and on how costly search may affect the behavior of markets. Two of the key results in 
this literature are that price dispersion should exist in equilibrium, and that differences in search 
costs provide a motive for price discrimination. After summarizing the theoretical models, the 
review presents empirical results on consumer search, and on pricing by sellers given differences 
in consumer search costs. Specifi c results for different information sources, including word of 
mouth, advertising, retailing and the Internet are discussed.

Introduction
In his seminal paper Stigler (1961) pointed out that there appears to be substantial and 
persistent price dispersion in markets for commodities such as coal. This is a direct con-
tradiction of the standard model of perfect competition, in which the law of one price 
should prevail. Setting out to explain this anomaly, Stigler pointed out that the standard 
assumption that consumers are informed about all alternatives should be violated if 
search is costly. Since it only pays to search up to the point where the marginal benefi ts 
of search equal its marginal costs, a rational consumer will accept a price above the 
minimum when the expected gain from searching further is less than the cost. Therefore 
rational consumers can pay a price higher than the minimum, and price dispersion can 
result.

Thus began the study of the relationship between consumer search and market prices, 
which has burgeoned into a large and diverse literature over the past 401 years. The 
objective of this review is to summarize this literature. Since the initial literature, includ-
ing Stigler’s article, was focused on the consumer side of the market, I shall consider 
models of optimal consumer search fi rst. Then I shall discuss equilibrium models of 
search and price dispersion, and the empirical literatures on pricing and search that are 
related to these models. Finally I shall consider research that explores the relationship 
between search, pricing and different institutions that provide information and facilitate 
sales. My intent is to provide a broad overview of these very diverse areas that shows 
how they fi t together rather than to provide a detailed review of each that cites all of the 
available references.

* The author is grateful for the helpful comments of the editor and an anonymous reviewer.
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Models of consumer search
Stigler (1961) considered a decision rule in which the searcher sets the number of items to 
be searched as the number at which the expected gains from an additional search are equal 
to the expected cost of that search. In this model all alternatives are assumed to be equally 
promising a priori, and search for an item is assumed to yield a complete understanding 
of that item. While this is sufficient to prove the point that expected-utility-maximizing 
consumers with positive search costs should not be fully informed, Stigler’s formula-
tion is a very simplifi ed model of search that does not capture the more general case in 
which priors on alternatives may be different, and search may be sequential. Nevertheless 
Stigler’s model may be a reasonable approximation to search in some situations; for 
example when soliciting bids for repair work when the bidder has time to prepare a pro-
posal, and the purchase is not made until proposals are received. In this case, if one knew 
the variance of payoffs prior to searching, and the costs of soliciting and evaluating each 
contractor’s proposal, tables in Stigler’s article or in David (1970) and Ratchford (1980) 
could be used to determine the number of contractors to solicit bids from.

While still restrictive in many respects, the model of Weitzman (1979) considers the 
more general case in which the consumer may have different priors across alternatives, 
and in which the consumer can search sequentially. Weitzman assumes expected utility 
maximization, that search for an item uncovers all information about it, that there is 
recall, that there is no parallel search, and that there are no joint costs of search in which 
several alternatives can be inspected for the price of one. Given these assumptions, 
Weitzman proves the optimality of a stopping rule in which alternatives are searched in 
order of their reservation utility, and the consumer stops searching if the payoff exceeds 
the reservation utility of the next best alternative. Otherwise the consumer searches the 
alternative that is next in the ranking, and repeats the process until an alternative that 
meets the stopping criterion is found.

The reservation utility for alternative i, VR
i , is the payoff value at which the consumer 

would be indifferent between searching the item at a cost of Ci or accepting the payoff 
VR

i . The value of VR
i  is the one that equates the cost of searching i with the expected gain 

from looking for a payoff that exceeds VR
i :

 Ci 5 3
`

VR
i

(Vi 2 VR
i ) f (Vi )dVi

If the consumer already has an item with a payoff greater than VR
i , he/she should stop 

since the expected gain from search is less that the cost. If the consumer does not have 
a payoff as high as VR

i , he/she should continue to search because the expected gain will 
exceed the expected cost.

As an example, consider the case where Vi is normally distributed, with a mean Vi, 
standard deviation sVi

. Then the integral on the right becomes sVi
 times the value of the 

unit loss integral LR
i  that equates the right side with Ci:

 Ci 5 3
`

VR
i

(Vi 2 VR
i ) f (Vi )dVi 5 sVi

LR
i

The reservation value of i can then be calculated as

 VR
i 5 Vi 1 sVi

zR
i
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Consider the example in Table 5.1. The reservation utilities VR
i  are seen to depend 

on the costs of search, standard deviation of utilities and expected utility. Although the 
second alternative has the highest expected utility, the fi rst has a larger standard devia-
tion, which leads it to have the highest reservation utility. Basically the fi rst alternative 
offers a better chance of ‘striking it rich’. The third alternative gets set back in the order 
of reservation utilities because it has a high search cost (6). Weitzman’s rule dictates that 
consumers should search the ranked fi rst alternative fi rst, with a probability of being 
able to stop after one search of 0.3156. If the payoff from the fi rst search is less than 57.2, 
the reservation utility of the second alternative, the consumer should continue search-
ing. Similarly, if the payoffs from both the fi rst and second searches are less than 52.02 
the consumer should go on to the third alternative. At this point the consumer should 
choose the best of the three items. The expected number of searches 5 1*(0.3156) 1 
2*(1 2 0.3156)*(0.6179) 1 3*(1 2 0.3156)*(1 2 0.6179) 5 1.95

Moorthy et al. (1997) applied the Weitzman model to develop an explanation of the 
relationship between prior brand perceptions and search. In their model, prior brand 
perceptions govern search, and these are expected to vary with experience. In particular, 
they show that prior brand perceptions can create the U-shaped relationship between 
knowledge and search that is often uncovered in laboratory experiments (Johnson and 
Russo, 1984). They tested their hypotheses on a panel of automobile shoppers in which 
data were obtained as the search progressed. They found that priors and search effort, 
and brands and attributes searched, vary with experience as hypothesized.

Around the time of Weitzman’s article, labor economists began using hazard models 
to model search for a job and the duration of unemployment; good examples of these 
models are Lancaster (1985), Wolpin (1987), Jones (1988) and Eckstein and Wolpin 
(1990, 1995). Since there is a direct analogy between searching for the highest wage for a 
job and for the lowest price for a product, and since the structure of the search problem 
is similar in both cases, these job search models can also be applied to consumer price 
search with only minor modifi cations.

An application drawn from the labor economics literature to modeling the duration 
of search for automobiles was presented by Ratchford and Srinivasan (1993). In their 
model, price offers arrive at a constant rate, with the distribution of price offers following 
a Pareto distribution. The hazard of terminating the search and buying a car is then the 
product of the arrival rate of offers and the probability that an offer exceeds the reserva-
tion price. The observed outcomes of prices paid and time devoted to search result from 
two equations: an equation that determines the level and rate of arrival of offers, which 
depends on seller characteristics and the consumer’s efficiency at search; and an equation 
that determines the reservation price, which depends on the same factors plus the cost of 

Table 5.1  Example of application of the Weitzman model

Rank c svi LR 5 c/svi zR Vi VR
i 5 Vi 1 sviz

R
i Pr(Vi . VR

i11 )

1 3 15 0.20 0.49 50 57.35 0.3156
2 3 10 0.30 0.22 55 57.20 0.6179
3 6 20 0.30 0.22 50 52.02
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search per unit of time. Ratchford and Srinivasan (1993) employ these equations in esti-
mating the determinants of observed prices and search time, and in calculating monetary 
returns to additional search time.

The job search models of Wolpin (1987) and Eckstein and Wolpin (1990) are early 
examples of dynamic structural models. Their structural modeling approach has carried 
over into the literature on packaged goods choice in the form of models that postulate 
Bayesian learning of brand attributes through consumption (Erdem and Keane, 1996; 
Erdem et al., 2003; Mehta et al., 2003).

This structural approach has recently been applied to consumer search prior to pur-
chase by Erdem et al. (2005). Using a very rich panel dataset that tracks a sample of 
potential computer buyers from early in their search to purchase, the authors simultan-
eously model gathering information from retailers, and the fi nal choice of a computer. 
The panel has six waves in which respondents report the sources that they consulted, 
their quality perceptions of the competing brands, their price expectations, and, if appli-
cable, their choice. Respondents are assumed to follow a Bayesian updating process for 
incorporating quality information from fi ve information sources. Specifi cally, if Likt is a 
dummy variable indicating whether consumer i visits information source k at time t, if 
xijkt is a similarly defi ned noisy but unbiased signal from a given source, zijt is consumer i’s 
quality perception error at t, and s2

ijt is the variance of perceptions at time t, the Bayesian 
updating formula for quality perceptions is given by (Erdem et al., 2005, p. 219):

 
s2

ijt 5 c 1
s2

j0
1 a

t

s51
a

5

k51

Liks

s2
k
d21

zijt 5 zijt21 1 a
5

k11
Liks

s2
ijt21

s2
ijt21 1 s2

k

(xijt 2 zijt21 )

where s2
j0 is the variance of prior information, s2

k is a measure of the reliability of source 
k, and information signals are assumed to be independent across sources. Smaller values 
of s2

k lead to smaller s2
ijt and more complete updating.

Given the above Bayesian updating mechanism for information sources, and an adap-
tive model of price expectations, Erdem et al. estimate a structural model in which each 
consumer optimizes the choice of the fi ve information sources over the six periods of 
the panel, optimizes the timing of the choice given price expectations, and optimizes the 
make and quality level of computer chosen. While this model assumes that consumers 
can make very complex calculations, it also represents a direct empirical application of an 
optimizing model of search. Since this paper represents the state of the art in combining 
theoretical and empirical analysis of consumer search, it deserves careful study.

Models of search and pricing
If many consumers do not search much, there is a potential opportunity to exploit their 
ignorance by charging higher prices, so that price levels should be inversely related to 
search. Conversely, while some consumers may not search, those who can afford to search 
extensively will attempt to locate lower prices. This leads to the possibility that price dis-
persion, which is commonly observed in actual markets, will exist in equilibrium.

For our purposes, price dispersion may be defi ned as offering physically identical items 
for sale at different prices. Price dispersion may be either spatial (across sellers at one 
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point in time), or temporal (prices vary within a seller over time). There are at least four 
explanations for equilibrium price dispersion in the literature:

Price dispersion due to di ● fferences in search costs and seller costs (Carlson and 
McAfee, 1983).
Periodic sales due to adoption of mixed strategies by competing sellers to capture  ●

sales from high and low search cost segments (Varian, 1980).
Markdowns due to demand uncertainty (Lazear, 1986; Pashigian, 1988; Smith and  ●

Achabal, 1998).
Di ● fferences in services provided by sellers (Ehrlich and Fisher, 1982; Ratchford and 
Stoops, 1988, 1992).

Each of these explanations is discussed below.
While earlier equilibrium models of price dispersion had been developed (e.g. Salop 

and Stiglitz, 1977), Carlson and McAfee (1983) presented a model that was amenable to 
empirical testing, and was later tested by Dahlby and West (1986). The model of Carlson 
and McAfee addresses a homogeneous commodity sold by different sellers. Each buyer in 
the market will buy one unit. A priori, consumers know the distribution of prices, but not 
the specifi c price of any item. They search sequentially for the lowest price using a stop-
ping rule in which search is terminated when the expected gain from additional search is 
less than the constant cost of the additional search. This cost per item searched is assumed 
to vary across consumers with a uniform distribution bounded at 0 on the low end. In this 
framework, a consumer with the highest search cost still has a 1/n (n 5 number of items) 
chance of getting any price, including the lowest one. A consumer with a search cost low 
enough to justify searching further if the highest price is encountered has a 1/(n 2 1) 
chance of getting any of the other prices, and so on. Given the uniform distribution of 
search costs, Carlson and McAfee derive a demand function of the following form:

 (qj/q) 5 1 2 (1/T) (pj 2 p)

where j refers to fi rm, ‘bar’ denotes mean, q is quantity, p is price, and T is the upper 
bound of the uniform distribution of search costs. Increases in T (upward shifts in the 
distribution of search costs) make demand less sensitive to price changes.

On the supply side, Carlson and McAfee assume that unit costs differ across fi rms by a 
parameter aj. Given the demand curve outlined above, their assumed cost function, and 
n competing sellers, they derive Nash equilibrium prices for each seller. Given that fi rms 
earn nonnegative profi ts, they show that the variance of prices in this model is propor-
tional to the variance in the unit cost parameters aj. If this variance is 0 and all fi rms have 
the same cost function, there will be no price dispersion: price dispersion is driven entirely 
by differences in unit costs in this model. However, if costs are the same for all fi rms, each 
fi rm will charge an equilibrium markup that is proportional to T, the highest search cost. 
Thus search costs affect price levels, and the variation in costs drives price dispersion.

While the Carlson and McAfee model leads to demand and cost functions that can 
be estimated empirically, it does not readily extend to differentiated products. Given the 
potential for empirical application, efforts to make this model applicable to products with 
different attributes may be worthwhile.



96  Handbook of pricing research in marketing

Salop and Stiglitz (1977) considered a monopolistically competitive market in which 
there were two segments of consumers – completely informed and completely unin-
formed, and showed that two prices could emerge in the market even though the compet-
ing sellers have identical U-shaped cost curves. As noted by Varian (1980), this a model 
of spatial competition.

A weakness of this model is that consumers never learn about the existence of the lower 
prices. To address this problem, Varian (1980) formulated a model of temporal price dis-
crimination in the face of segments of informed and uninformed consumers, and a market 
with identical fi rm cost functions and free entry. Since fi rms are torn between the desire 
to extract surplus from the uninformed consumers and the desire to capture all of the 
business of the informed consumers by charging the lowest price, there is no pure strategy 
equilibrium in this model. The Nash equilibrium solution that maximizes expected profi t 
for each fi rm is to select prices at random from an equilibrium distribution function. This 
allows each fi rm to capture a surplus from the uninformed consumers, while occasionally 
having the lowest price and therefore getting the business of the informed consumers. 
One way to interpret the practice of randomly offering relatively low prices in an effort 
to capture the informed consumers is that these low offers represent sales or promotions. 
Thus Varian’s analysis provides a rationale for sales and promotions as the outcome of 
mixed strategies in a competitive market when there are differences in the degree to which 
consumers are informed. In the Varian model, price dispersion exists over time even 
though fi rms have identical costs. A testable outcome of the model is that the rank order 
of prices charged by fi rms in a market should fl uctuate randomly over time.

The mixed strategy model has become a staple of models that explain price disper-
sion, promotions, advertising and other phenomena. For example, although he uses the 
terminology ‘loyals’ and ‘switchers’ instead of ‘uninformed’ and ‘informed’, Narasimhan 
(1988) employs a mixed strategy model similar in structure to Varian’s to study the fre-
quency and depth of promotions. Another example is Iyer and Pazgal (2003), who present 
a mixed strategy model that explains the dispersion of posted prices at Internet shopping 
agents. Recently, Baye and Morgan (2004) have shown that a mixed strategy model, and 
dispersion of offer prices, can be generated if fi rms depart from maximizing behavior, 
even if all consumers have zero search costs.

While the mixed strategy model based on segments with different amounts of informa-
tion or brand loyalty provides one explanation for the existence of periodic promotions 
and sales, an alternative explanation is based on seller efforts to determine what consum-
ers will pay for an item. The basic idea is that sellers who are uncertain about demand 
may initially charge a high price to see if any customers will pay it. Failure to sell the item 
at that price conveys to the seller that the distribution of consumer willingness to pay 
must lie below it. It becomes optimal to reduce the price. Failure to sell at the lower price 
conveys information that the distribution of willingness to pay lies below the reduced 
price, triggering a further price cut, and so on. This approach is feasible for goods like 
fashion merchandise because the consumer knows that inventories of the item will not 
be replenished once it sells, which makes it risky to wait for prices to be reduced further. 
A complete model of clearance sales is provided by Lazear (1986), and empirical studies 
based on this model are provided in Pashigian (1988), Pashigian and Bowen (1991) and 
Pashigian et al. (1995). A decision support system for optimal clearance pricing was 
developed by Smith and Achabal (1998).
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A fi nal potential determinant of price dispersion that is unrelated to differences in 
physical product characteristics is differences in advertising or other services provided by 
sellers. The basic idea, fi rst developed by Ehrlich and Fisher (1982), is that advertising 
and other services are valued by consumers because they cut down on search costs, and 
that consumers will therefore willingly pay a higher price for goods that are bundled with 
the services. If the marginal costs of providing the services are non-decreasing in both 
amount per customer and number of customers, optimal trade between customer i and 
fi rm j can be expressed (Ehrlich and Fisher, 1982) as

 2 dLi/dSj 5 dpj/dSj 5 dCj/dSj

This implies that the marginal reduction in search costs (L) of consumer i due to advertis-
ing or other services provided by fi rm j ( 2 dLi/dSj) is equal to the marginal increase in 
price that fi rm j can command on the market resulting from a marginal increase in services 
(dpj/dSj), which in turn is equal to the marginal cost to fi rm j of supplying the services 
(dCj/dSj). If the above assumptions about the marginal costs of services are satisfi ed, and 
there is free entry, an equilibrium with consumers choosing service levels that satisfy the 
above conditions, and prices equal to average cost including the cost of providing the 
services (pj 5 ACj) will result. Thus differences in observed prices across sellers result 
from differences in advertising or other services provided by fi rms. In turn these differ-
ences result from differences in consumer demand for the services.

Thus we have four potential explanations for price dispersion in markets. Spatial price 
dispersion may be related to differences in search costs between buyers coupled with cost 
differences between sellers, and to differences in use of advertising and other services 
provided by sellers. Both spatial and temporal price dispersion may be related to differ-
ences in search costs and mixed strategies over time, and temporal price dispersion may 
be related to reducing prices over time in response to information about willingness to 
pay. Aside from these explanations of price dispersion, there is a consistent fi nding that 
increases in the mass of consumers with high search costs will lead to higher prices and 
possibly to a higher supply of services that reduce search costs.

Empirical evidence on price dispersion and search
We shall fi rst discuss the extensive empirical literature that tests various hypotheses about 
price dispersion suggested by the models of price dispersion outlined in the preceding 
section. Since the results of these models depend on consumer behavior, we shall also 
examine evidence in the literature on consumer search that is related to the empirical 
results about price dispersion and its antecedents.

Price dispersion
The dispersion of offer prices of physically identical items in retail markets has been 
consistently found to be quite large, even for relatively expensive items. For example, 
Sorenson (2000) found an average coefficient of variation of prices of prescription drugs 
across retailers in a particular market to be 22 percent. Dahlby and West (1986) found a 
coefficient of variation of auto insurance prices across insurers in a particular market of 
between 7 and 18 percent. In their study of 39 products in the Boston market, Pratt et al. 
(1979) found coefficients of variation ranging across products from 4.38 percent to 71.35 
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percent, with a mean of 21.6 percent across the 29 items. In their study of prices posted 
at Biz Rate, Pan et al. (2002) found average coefficients of variation across eight broad 
categories of between 8.3 and 15.4 percent. Although these measures of dispersion do 
decline somewhat with price levels (Pan et al., 2006), they are still substantial for high-
ticket items.

The existing evidence indicates that most of the variation in prices across retailers 
cannot be explained by differences in retail services, at least with existing measures of 
services. Pan et al. (2002) found that between 5 and 43 percent of the variation in prices 
of homogeneous items across the eight categories studied could be explained by differ-
ences in services across sellers, and that this percentage of explained variation was under 
25 percent for seven of the eight categories. Across different products in a category, evi-
dence in the extensive literature on price–quality relations also indicates that differences 
in prices across items are not closely related to differences in their quality. This literature 
consistently indicates that the correlation between price and overall quality is low (e.g. 
Tellis and Wernerfelt, 1987), or that many brands have a price that is well above a fron-
tier that defi nes the minimum price for a given quality or set of attributes (Maynes, 1976; 
Kamakura et al., 1988).

Although uncontrolled differences in service or product attributes may be part of the 
explanation for observed price dispersion and low price–quality correlations, the exist-
ing evidence seems more consistent with costly search. For example, Sorenson (2000) 
found that prices for repeatedly purchased prescription drugs had lower margins and 
less dispersion than less frequently purchased ones. Because the annual expenditure is 
higher, incentives to search for drugs are greater, and Sorenson’s evidence is therefore 
consistent with consumer incentives to search for lower prices. Sorenson also concluded 
that at most one-third of the observed price dispersion can be attributed to pharmacy 
fi xed effects, which may be due to some combination of cost and service level differences 
across pharmacies.

Dahlby and West (1986) employed the model of Carlson and McAfee (1983) in their 
study of price dispersion in an automobile insurance market, and concluded that price 
dispersion in this market can be explained by costly consumer search. Employing a 
unique dataset on market shares and prices, Dahlby and West (1986) estimated distribu-
tions of search costs for buyers of auto insurance that explained the observed variation 
in prices and market shares.

However, data on sales and market shares of items are generally difficult to obtain 
for specifi c sellers. To remedy this problem, Hong and Shum (2006) showed that, if one 
assumes optimal search by consumers and pricing according to an optimal mixed strat-
egy by each seller, the distribution of search costs can be recovered from the observed 
distribution of prices. The basic idea is that a given distribution of search costs implies a 
particular frequency distribution of prices that arise from the optimal mixed strategies. 
If the observed frequency distribution corresponds to the optimal one, the distribution 
of search costs can be recovered. Using this approach, the authors developed a non-
parametric estimator of the distribution of search costs for a fi xed sample size model of 
search, and a maximum likelihood estimator for a sequential search model, under the 
maintained assumption that the distribution of search costs follows a gamma distribu-
tion. The authors presented some limited empirical evidence on search costs derived from 
observed price distributions of four books.
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Search
Articles that are representative of the literature that examines the overall extent of pre-
purchase search for consumer durables are: Punj and Staelin (1983); Wilkie and Dickson 
(1985); Beatty and Smith (1987); Srinivasan and Ratchford (1991); Ratchford and 
Srinivasan (1993); Moorthy et al. (1997); Lapersonne et al. (1995). A consistent fi nding 
of this literature is that the overall extent of search is limited for many buyers, and that 
the number of alternatives seriously considered for purchase is typically a small fraction 
of the number available. Despite the limited search, Ratchford and Srinivasan (1993) 
estimated that consumers tend to search until they are reasonably close to the point where 
the marginal saving in price equals the marginal costs of search. The U-shaped relation-
ship between knowledge and search (Moorthy et al., 1997) discussed earlier suggests that 
price dispersion may result partly from price discrimination against consumers with low 
knowledge.

A number of studies have addressed price search by grocery shoppers. Carlson and 
Gieseke (1983) found that the percentage saved increases with stores shopped. Urbany et 
al. (1996), and Putrevu and Ratchford (1997), studied the relation between self-reported 
grocery search activities and attitudinal and demographic variables. They found that 
perceived price dispersion, knowledge of prices, ability to search and access to price 
information are positively related to search, while measures of time costs are negatively 
related. Fox and Hoch (2005) studied the impact of shopping more than one store on 
the same day, which they defi ned as cherry picking, and found that the savings resulting 
from the additional trip averaged $14.66, which is high enough to justify the extra trip 
for the average consumer (the trip is justifi ed as long as its opportunity cost is less than 
$14.66).

While other authors employed either panel data on actual prices, or survey data, 
Gauri et al. (2007) collected both types of data. They studied both spatial (more than 
one store in a time period) and temporal (stocking up at one store when promotions are 
offered) dimensions of search and found that each search strategy can generate about the 
same level of savings, while a combination of the two strategies can generate the highest 
savings. They also found that patterns of search were largely driven by consumer geo-
graphical locations relative to stores.

There is a more micro body of research that infers how consumers search for repeat-
edly purchased items that are sold in a supermarket. As with consumer durables, survey 
research indicates that consumers do not search extensively for specifi c grocery items. 
For example, Dickson and Sawyer (1990) found that only about 60 percent of consumers 
checked the price of the item they bought before purchase, and that less than 25 percent 
checked the price of any competing brand. A majority of consumers could not accurately 
recall prices that they paid.

Consistent with these fi ndings, models of costly and incomplete search have been 
estimated on scanner panel data. Murthi and Srinivasan (1999) built a model in which 
consumers evaluate alternatives only part of the time, and show that this provides better 
predictive performance than models that do not incorporate this partial evaluation 
behavior. Bayesian learning models were employed by Erdem and Keane (1996), Erdem 
et al. (2003), and Horsky et al. (2006) to represent the evolution of consumer prefer-
ences as they gain more experience with different brands. Mehta et al. (2003) combined 
the extensive body of literature on consideration sets (see the references in their paper), 
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Bayesian updating of quality and price perceptions, and a search model that balances 
benefi ts and costs of search, to determine which brands are considered on a particular 
occasion.

Summary of empirical results
The extensive theoretical literature on how consumers should search indicates that they 
should terminate their search at the point where the expected gain from additional search 
is less than the expected cost. If this search is costly, consumers should not gather com-
plete information on all alternatives, and if it is costly enough, they should not search at 
all. Differences in gains and costs of search across consumers should determine differ-
ences in the amount of search that they undertake.

While individual consumers may not behave optimally according to a normative deci-
sion rule, the empirical literature on search generally indicates that differences in search 
across consumers are consistent with the predictions of the normative models. In both 
durables and grocery markets, it appears that consumers who perceive more gains from 
search actually do search more, and that more search is associated with savings. In dura-
bles markets, there is a group of consumers, generally knowledgeable and experienced, 
who do not search extensively. Nevertheless, while this limited search appears to be partly 
due to prior information that makes further search unnecessary, and may also be due to 
high search costs, one wonders if there is more to the story.

Search, sources of information and pricing
While the market models of search and pricing outlined above usually abstract from 
specifi c sources of information, it is clear that consumers use a variety of sources in the 
course of their search. Following Klein and Ford (2003), these information sources can 
be broadly classifi ed as personal (word-of-mouth, talking to salesperson, inspection at 
the retail outlet), and impersonal (advertising, Consumer Reports). They can be further 
classifi ed as seller-sponsored attempts to infl uence sales (advertising, salesperson), and 
neutral or objective (friend/relative, Consumer Reports). Finally, the impersonal sources 
can be classifi ed by medium (Internet, print). Because they involve considerations related 
to search and pricing that have not yet been incorporated into this review, we shall con-
centrate our discussion on word-of-mouth, advertising, retail and the Internet.

Word of mouth
There has been extensive study of word of mouth as a source of information in auto-
mobile purchases, with the results generally indicating that heavy users of this source 
tend to be young, female, inexperienced at buying cars, and low in confi dence about 
their ability to judge them (Furse et al., 1984; Ratchford et al., 2007). They are likely to 
employ a purchase pal who is viewed as having more knowledge of car buying in their 
search (Furse et al., 1984).

The latter indicates an important consideration in studying word of mouth as an 
information source: someone must supply the information. This role of information sup-
plier often appears to be fi lled by persons described as market mavens (Feick and Price, 
1987). Market mavens are individuals who tend to collect a broad array of marketplace 
information with the intent of sharing it with others (Urbany et al., 1996). They appear to 
collect more information about food, drug, and other items sold at grocery stores (Feick 
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and Price, 1987; Urbany et al., 1996). The implication is that market mavens, who appear 
to enjoy gathering and sharing marketplace information, may play a signifi cant role in 
enhancing the efficiency of consumer markets.

Advertising
Since the advertiser is normally engaging in this activity in order to make money, and con-
sumers are likely to be aware of this, the possibility that advertising may be a signal rather 
than a direct source of information needs to be discussed. The possible role of advertising 
in cutting down on search costs has been discussed above. But there are cases in which 
the veracity of advertising cannot be verifi ed through pre-purchase search (Nelson, 1974). 
There have been many attempts to develop formal arguments about the role of advertis-
ing and price as signals of quality in cases where consumers do not fi nd it cost-effective to 
learn about quality prior to purchase (this work is reviewed by Kirmani and Rao, 2000). 
One of the major arguments in this literature is that advertising serves as a performance 
bond to motivate the fi rm to maintain its quality: fi rms advertise up front to convince 
consumers that they will maintain their quality; in return they get a price premium that 
is forfeited if their quality deteriorates. Since the fi rm cannot earn an adequate return on 
the advertising investment if it allows quality to decline, the advertising signal is credible 
(Klein and Leffler, 1981; Shapiro, 1983). While the rationale for the result is different from 
the case of informative advertising, the outcome is similar: in Ehrlich and Fisher (1982) 
consumers pay a higher price to avoid search costs; in signaling models they pay a higher 
price to get insurance of high quality.

In contrast to the signaling models discussed above, which have the most direct appli-
cation to manufactured goods, Bagwell and Ramey (1994) modeled the use of advertising 
as a signal in retail markets. Their clear prediction is that advertising will be associated 
with lower prices and better buys. In their model, investments in selling technology lower 
costs, expansion of product line increases sales from any given set of customers, and mar-
ginal selling costs are constant or declining. All of these factors are complementary and 
allow the larger retailer to offer lower prices. Consumers who are aware of the heaviest 
advertiser employ advertising as a signal to patronize that retailer. They are rewarded 
with the lowest prices, while that retailer achieves the best information technology, 
broadest product line and lowest marginal costs. Other research related to search in retail 
markets is discussed in the next section.

Retailing
Since retailers not only function as an information source, but also set or negotiate prices, 
provide locational convenience, assemble assortments, hold inventory and fi nalize trans-
actions (Betancourt, 2004), their role in the search process is unique. All of these activities 
have an impact on the full price of the product (price plus search and transaction costs). 
In general, since information, convenience, assortments, inventories and other services 
reduce search costs, retailers who provide them can cover their cost through higher prices. 
We shall review a number of studies that have addressed these tradeoffs between services 
that reduce search costs and price.

Messinger and Narasimhan (1997) studied the impact of large assortments that create 
economies of one-stop shopping. In their model, which is similar in structure to the 
model of Ehrlich and Fisher (1982) discussed above, the equilibrium assortment of a 
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supermarket is the assortment that equates the marginal saving in consumer shopping 
costs with the marginal cost to the store of providing a larger assortment. The cost saving 
to consumers comes from spreading a fi xed travel cost over a higher number of items 
bought. The authors estimate that consumers trade a 1–2 percent increase in store margin 
for a 3–4 percent decrease in shopping costs that results from the large supermarket 
assortments.

The desire of buyers to shop in one location to minimize search costs often leads retail-
ers of a given type to locate proximate to one another even though this creates more 
competition between them. For example, automobile retailers often cluster together, and 
major specialty stores for clothing and sporting goods tend to locate in the same mall. 
This clustering benefi ts buyers by lowering the cost of shopping for multiple items, or 
the cost of comparison shopping. In the latter case, it also makes the clustered retailers 
more competitive, which they endure because the clustered site is attractive to consum-
ers (Wernerfelt, 1994b). A study by Arentze et al. (2005) provides a framework for the 
estimation of these retail agglomeration effects, and a case analysis that indicates that the 
effects on demand are substantial.

Once a potential buyer incurs the cost of a trip to a retailer, the retailer gains a measure 
of monopoly power over the buyer: if the buyer does not purchase, the cost of going to 
the next store must be incurred. Knowing this, the buyer will be more likely to patronize 
the retailer if the retailer can commit to not exploiting the buyer’s sunk costs of traveling 
to the retailer. Wernerfelt (1994b) explains that such a commitment can be achieved by 
the co-location described above (the cost of going to the next seller becomes low), and 
also by price advertising that provides a legal commitment to provide the advertised 
price. Conversely, Wernerfelt (1994b) shows that retailers can employ negotiated prices 
to soften price competition. Manufacturers can also soften price competition between 
retailers by making the models available at competing retailers slightly different, thereby 
making it difficult for consumers to make price comparisons (Bergen et al., 1996).

One case in which the buyer’s sunk travel costs may be exploited is when a stock-out 
is encountered. In this case, because the cost of the extra trip may not be worth it, the 
consumer may still buy other items from the retailer and may substitute for the item that 
is subject to the stock-out (see Anupindi et al., 1998 for a method for estimating substitu-
tion effects when stock-outs occur). Hess and Gerstner (1987) show that retailers may be 
able to induce an extra trip by using a rain check policy when there is a stock-out.

Since retail salespeople appear to be a key source of consumer information for appli-
ances and durables (Wilkie and Dickson, 1985), it is important to examine the circum-
stances under which salespeople will be used as an information source. Wernerfelt (1994a) 
presents a model in which salespeople will be the preferred source of information for 
complex products in which a dialog between salesperson and consumer is needed to 
establish a match, and in which the salesperson is motivated to give honest answers by 
the prospect of repeat business.

Search and the Internet
Since the advent of the Internet provided an altogether new information source and form 
of retailing that quickly received widespread use by buyers and sellers, it is not surpris-
ing that this medium has been the subject of a great deal of theoretical and empirical 
research. The early expectation was that the Internet would reduce search costs and lead 
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to something approaching Bertrand competition. For example, Bakos (1997) predicted 
that the Internet would increase the participation of consumers in markets, and create 
improved matches between buyers and sellers. However, it did not take long for more 
sober views to emerge. The paper by Lal and Sarvary (1999) provides one important 
exception to the belief that the Internet will always increase competition. The authors 
show that, by making it easy to order over the Internet, the cost of acquiring a brand 
that has been bought in the past relative to an unknown brand that requires inspection 
before purchase is altered. One can acquire the known brand over the Internet at a low 
cost but must incur the cost of traveling to a retailer to get the needed information about 
the unknown brand. This gives the seller of the known brand a cost advantage that he/
she can exploit in setting prices. Thus the Internet can promote brand loyalty and lessen 
competition.

Internet shopping agents (ISAs) that present comparative price data for competing 
sellers have become a common feature of Internet commerce. Despite the fact that users 
of an ISA should have no trouble determining which seller charges the lowest price, a 
large number of studies have shown that prices listed on ISAs typically exhibit a large 
degree of dispersion, similar in magnitude to ‘brick and mortar’ retail prices (see the 
review in Pan et al., 2006). Baye and Morgan (2001) and Iyer and Pazgal (2003) have 
explained this apparent anomaly as the adoption of mixed strategies. Firms want to trade 
off between extracting surplus from non-searching (loyal) customers and obtaining the 
business of those who consult the ISA. Similar to Varian (1980), this leads sellers who 
belong to the ISA to choose mixed strategies, which leads to the observed dispersion in 
posted prices. Because the chance of having the lowest price declines as the number of 
sellers increases, Iyer and Pazgal (2003) show that, as long as the reach of the ISA does 
not increase substantially with the number of members, ISA members will give more 
weight to loyal customers and charge higher prices as the number of members of the 
ISA increases. Since the chance of getting the business of ISA shoppers declines as the 
number of sellers increases, at some point it will be more profi table to cater exclusively to 
the non-ISA customers. Thus not all sellers will join an ISA. For the three categories they 
studied (books, music CDs and movie videos), Iyer and Pazgal (2003) did fi nd evidence 
of variation in the identity of the seller offering the minimum price that is consistent with 
mixed strategies, and a tendency of prices to increase with the number of sellers.

Aside from the evidence of considerable dispersion of posted prices among Internet 
retailers, there is a body of evidence that indicates that the Internet does lead to lower 
prices and more efficient search on the part of consumers. For example, for data col-
lected from early 1998 through early 1999, Brynjolfsson and Smith (2000) found that 
online book and CD prices were 9–16 percent below the offline prices of the same 
items. Garbarino (2006) shows that the lower online book and CD prices have per-
sisted though 2006, although the gap has narrowed in recent years. Additional evidence 
that the Internet leads to lower prices is provided by Brown and Goolsbee (2002) and 
Zettelmeyer et al. (2006). Using micro-level data on transaction prices for term insur-
ance that allows estimation of relationships between prices paid and differences in 
Internet use, Brown and Goolsbee (2002) determined that the Internet lowered term 
insurance prices by 8–15 percent from 1995 to 1997. Using a matched set of data on 
transaction prices and survey data on search behavior, Zettelmeyer et al. (2006) esti-
mated that access to price data and referrals through the Internet leads to a decline 
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in transaction prices of about 1.5 percent, and that the benefi ts of the Internet accrue 
mainly to those who dislike bargaining.

As pointed out by Bakos (1997), the Internet need not lower prices if it makes it easier 
to locate sellers that provide a better match to consumer preferences. The better match 
can allow the seller to command a higher price. Lynch and Ariely (2000) found evidence 
of this in their experimental study of wine purchasing. More accessible quality informa-
tion did lead to decreased price sensitivity in their experiments.

In addition to infl uencing prices, the Internet can affect other aspects of search. In 
particular, it may affect the total amount of effort that consumers put into their search in 
either direction: by allowing consumers to search more efficiently, the Internet should lead 
to a reduction in the effort required to obtain a given amount of information; however, 
the increased efficiency may make it cost-effective to attempt to locate more information 
than would otherwise be the case. Evidence from data on search for automobiles before 
and after the Internet appeared suggests that the latter effect predominates and that the 
Internet tends to lead to increased total search (Ratchford et al., 2003; Ratchford et al., 
2007).

In addition to affecting the total amount of search, the Internet should also alter the 
allocation of effort between sources. Evidence for automobile search in Ratchford et al., 
(2003) and Ratchford et al. (2007) indicates that the Internet has had a major impact 
on time spent with the dealer, considerably reducing this time, and specifi cally reducing 
time spent in negotiating price with the dealer. This is consistent with the fi nding cited 
above that the Internet leads to lower prices for automobiles. Consumers do appear to 
come to the dealer with price information obtained from the Internet, making the price 
negotiation more efficient in terms of time spent, while at the same time neutralizing the 
salesperson’s advantage in negotiating price. This should ultimately have an impact on 
margins that can be obtained by dealers, and on the number and skill of salespeople that 
they retain.

Conclusions and future research
Forty-plus years after his original article, Stigler’s basic insight that search is costly, 
and that this will create price dispersion, still holds. Since the dispersion of offer prices 
for physically identical items is a pervasive phenomenon, even in cases where prices are 
easy to compare, models that fail to account for this may be assuming away something 
important and should be treated with caution.

The existing evidence about consumer search for both durables and groceries indicates 
that buyers stop well short of obtaining complete information, and in many cases obtain 
almost no new information. However, given that search is costly, it is not clear that con-
sumers systematically search less than some normative model might tell them to. In fact, 
evidence presented in Ratchford and Srinivasan (1993), Fox and Hoch (2005) and Gauri 
et al. (2007) indicates that marginal gains to search are not far out of line with marginal 
costs. Moreover, empirical studies of search behavior generally indicate that search varies 
across consumers in ways that are consistent with fundamental search models.

One reason why it is hard to determine whether consumers search too little or too much 
compared to a normative model is that costs of search are difficult to measure. Time costs 
appear to differ considerably from wage rates, and shopping time may be a consumption 
good in itself (Marmorstein et al., 1992). Moreover, while there are obvious constraints 
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on consumers’ ability to process information, this information-processing capacity gen-
erally is not incorporated into estimates of search costs. Learning more about the nature 
and magnitude of search costs would seem to be a potentially fruitful area for further 
research.

Existing models indicate that average and minimum prices, and price dispersion, 
increase with the variation in search costs across consumers (an assumption that the 
lowest search cost is 0 – some consumers are fully informed – is generally required to 
solve for equilibrium). Price dispersion may arise from heterogeneity of consumer search 
costs, accompanied either with cost differences among sellers or mixed strategies aimed 
at targeting consumers with different levels of search costs. It may also arise from het-
erogeneity in demand for services that reduce search costs, with consumers that demand 
more services paying higher prices. Finally, temporal price dispersion may arise from 
seller efforts to learn the maximum price at which an item will sell.

While the mixed strategy explanation for price dispersion is commonly used, and there 
is some evidence that the identity of the minimum-priced seller does fl uctuate through 
time, one must worry about the realism of this explanation. It seems questionable that 
sellers really do randomize their prices through time, although possibly this is a good 
approximation. Development of a model of pricing and price dispersion that is more 
closely related to actual seller behavior, and that incorporates services provided by the 
seller that may reduce search costs, would seem a good area for further research. Possibly, 
extension of the model of Carlson and McAfee (1983) to the case where sellers are differ-
entiated on the services they offer would be a good way to proceed.
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6  Structural models of pricing
Tat Chan, Vrinda Kadiyali and Ping Xiao*

Abstract
In this chapter, we fi rst describe how structural pricing models are different from reduced-form 
models and what the advantages of using structural pricing models might be. Specifi cally, we 
discuss how structural models are based on behavioral assumptions of consumer and fi rm 
behavior, and how these behavioral assumptions translate to market outcomes. Specifying the 
model from these fi rst principles of behavior makes these models useful for understanding the 
conditions under which observed market outcomes are generated. Based on the results, man-
agers can conduct simulations to determine the optimal pricing policy should the underlying 
market conditions (customer tastes, competitive behavior, production costs etc.) change.

1.  Introduction
Pricing is a critical marketing decision of a fi rm – witness this entire Handbook devoted 
to the topic. And increasingly, structural models of pricing are being used for under-
standing this important marketing decision, making them a critical element in the toolkit 
of researchers and managers. Starting in the early 1990s (for example see Horsky and 
Nelson, 1992), there has been a steady increase in structural modeling of pricing deci-
sions in the marketing literature. These models have accounted for fi rm and consumer 
decision-making processes, with topics ranging from product-line pricing, channel 
pricing, non-linear pricing, price discrimination and so on (see Table 6.1 for a sample of 
these papers).

So what precisely are structural models of pricing? And how do they help the pricing 
decisions of a fi rm? In these models, researchers explicitly state the behaviors of agents 
based on economic or behavioral theory. In marketing, these agents are typically con-
sumers and/or fi rms who interact in the market. Market data of quantity purchased and/
or prices and other types of promotions are treated as outcomes of these interactions. In 
contrast to structural models, reduced-form models do not need to articulate precisely 
what behaviors of consumers and/or managers lead to the observed quantity purchased 
and/or market prices. There is a rich tradition of such reduced-form studies in marketing, 
with the profi t impact of marketing strategies or PIMS studies as a leading example. In 
these studies, researchers examined how profi ts were affected by factors such as advertis-
ing and market concentration. Such reduced-form studies are very useful in establishing 
stylized facts (e.g. high fi rm concentration is associated with higher prices). Also, if the 
researcher’s primary interest is in determining comparative statics (e.g. whether prices 
go up when excess capacity is more concentrated), reduced-form studies are perfectly 
adequate.

That said, there are several issues with these reduced-form models – the use of account-
ing data (which do not always capture economically relevant constructs, e.g. economic 

* The chapter has benefi ted from excellent comments from a referee and the editor.
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Table 6.1  A survey of structural pricing papers

Author Pricing issue 
examined

Model Managerially relevant 
fi ndings

Besanko et 
al. (2003)

Third-degree price 
discrimination under 
competition by 
manufacturers and a 
retailer in the ketchup 
market

Demand side: aggregate 
logit model with latent-
class heterogeneity 
structure
Supply side: the retailer 
as a monopolist decides 
prices to maximizes the 
category profi t while 
manufacturers maximize 
their profi t by acting as a 
Stackelberg leader in the 
channel

The retailer can 
increase the profi t by 
discriminating a fi nite 
number of customer 
segments; manufacturers 
are better off because of 
the retailer’s use of price 
discrimination
Price discrimination 
under competition does 
not lead to all-out price 
competition

Besanko et 
al. (1998)

Competitive 
pricing behavior of 
manufacturers in the 
yogurt and ketchup 
markets

Demand side: aggregate 
logit model
Supply side: Bertrand–
Nash pricing behavior by 
manufacturers and the 
common retailer

Firm can use alternative 
value creation 
strategies to accomplish 
competitive advantage

Che et al. 
(2007)

Competitive 
pricing behaviors 
of manufacturers 
and retailers when 
the demand is state-
dependent in the 
breakfast cereal market

Demand side: logit 
model with a latent-class 
heterogeneity structure
Supply side: menu 
of different pricing 
behaviors by 
manufacturers – 
Bertrand and collusive; 
menu of different 
interactions between 
manufacturers and the 
retailer – manufacturer 
Stackelberg and vertical 
Nash

Ignoring demand 
dependence will lead 
to wrong fi rm behavior 
inferences
The observed retail 
pricing in this market 
is consistent with 
the assumption that 
manufacturers and 
retailers are one-period-
forward-looking in price-
setting

Chintagunta 
(2002)

Drivers of retailer 
pricing behavior in OTC 
analgesics category

Demand side: aggregate 
mixed logit model
Supply side: retailers 
maximize the profi t 
function by
accounting for store 
retail competition, side 
payment and share of 
the store brand

The effects of different 
drivers differ across 
brands within the 
category

Chintagunta 
et al. (2003)

Price discrimination 
in a retail chain

Demand side: aggregate 
mixed logit model

Store-level pricing may 
increase fi rm’s profi t but 
not reduce consumers’ 
surplus relative to chain-
level pricing
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Table 6.1 (continued)

Author Pricing issue 
examined

Model Managerially relevant 
fi ndings

Chu et al. 
(2006)

Effects of various 
product bundle pricing 
strategies, including 
bundle-size pricinga 
(BSP), discounted 
component pricingb 

(DCP), mixed bundling 
and simple component 
pricing

Demand side: the market 
share for each option is 
derived from consumer 
utility maximization 
while consumers’ 
preferences are assumed 
to follow bimodal normal 
distribution

Bundling strategies like 
BSP and DCP dominate 
simple component 
pricing. Although fewer 
bundles are offered, DCP 
can generate almost the 
same profi t as mixed 
bundling. BSP is also a 
profi table pricing strategy

Draganska 
and Jain 
(2005)

Optimal pricing strategies 
across product lines and 
within product lines in 
the yogurt industry

Demand side: aggregate 
nested logit model with 
latent-class heterogeneity 
structure
Supply side: Bertrand–
Nash pricing behavior by 
manufacturers and the 
common retailer

Pricing differently 
across product lines 
but uniformly within 
product lines is an 
optimal strategy, which 
is consistent with current 
pricing practice

Iyengar 
(2006)

Increasing block pricing 
(three-part tariff pricing) 
in the wireless service 
industry in USA

Demand side: mixed 
logit model

Changes in access 
price affect consumer 
churn and long-term 
profi tability more than 
changes in marginal 
prices
Changes in access prices 
affect the CLV of the 
light users more than that 
of the heavy users

Kadiyali et 
al. (1996)

Product line pricing 
in the laundry detergents 
market

Demand side: linear 
function of prices and 
other variables
Supply side: menu of 
different pricing strategy 
assumptions – Bertrand–
Nash, Stackelberg etc.

Stackelberg leader–
follower pricing better 
explains data than 
Bertrand–Nash pricing. 
Each fi rm positions 
its strong brand as a 
Stackelberg leader, with 
the rival’s minor brand 
being the follower

Lambrecht 
et al. (2007)

The impact of demand 
uncertainty on how 
consumers choose 
Internet service plans

Demand side: mixed 
logit model

Demand uncertainty 
drives the consumer plan 
choice, which favors 
three-part tariffs
Three-part tariff will 
increase fi rm’s profi t but 
reduce consumer 
surplus
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Table 6.1 (continued)

Author Pricing issue 
examined

Model Managerially relevant 
fi ndings

Leslie (2004) Monopoly second- 
and third-degree price 
discrimination of 
Broadway theaters

Demand side: aggregate 
mixed logit model

Observed practices of price 
discrimination increase 
fi rms’ profi t by 5% relative 
to uniform pricing. 
The theater can further 
improve fi rms’ profi t if 
they offer 30% discount 
instead of the current 50%
Consumer welfare gain 
from price discrimination 
is relatively small

McManus 
(2004)

Second-degree price 
discrimination under 
competition in specialty 
coffee market

Demand side: aggregate 
mixed logit model

Quality distortion is the 
lowest for the top qualities, 
which is consistent with 
economic theory

Narayanan 
et al. (2007)

Two-part tariff pricing in 
the telecommunication 
industry

Demand side: random 
coefficient probit model, 
accounts for consumer 
learning

Consumers learn much 
faster when they are on the 
measured plan than when 
they are on the fi xed plan

Pancras and 
Sudhir 
(2007)

Evaluate the optimal 
customer, product and 
pricing strategy for the 
coupon service

Demand side: logit 
model with a latent-class 
heterogeneity structure
Supply side: the retailer

Catalina can increase 
its profi t by selling 
nonexclusively
Catalina can increase

provided by Catalina in 
the ketchup market

sets prices to maximize 
category profi ts given 
the manufacturer’s 
decision to buy one-
to-one coupon service. 
The manufacturer sets 
wholesale price and the 
coupons’ face value to 
consumers

the profi t by using longer 
purchase history data to 
target
Retailer will benefi t from 
undercutting the prices of 
Catalina for the one-to-one 
service

Richards 
(2007)

Strategic pricing 
promotion in perishable 
product market

Demand side: nested 
logit model
Supply side: multiproduct 
retailers maximize profi ts 
by making strategic 
decisions including 
shelf price, promotion 
price and frequency of 
promotion

Retailers set prices and 
promotion strategies 
moderately cooperatively, 
which is less competitive 
than Bertrand
Price promotions affect 
store revenue most 
when stores are highly 
substitutable but products 
are not
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Table 6.1 (continued)

Author Pricing issue 
examined

Model Managerially relevant 
fi ndings

Roy et al. 
(1994)

Competitive pricing 
in the US automobile 
market

Demand side: a function 
of lagged quantities and 
current prices
Supply side: fi rms choose 
prices to minimize the 
difference between the 
real sales and the preset 
target

Stackelberg leader–
follower game is more 
consistent with the pricing 
behavior in some segments 
of the US automobile 
market than Bertrand–
Nash pricing

Sudhir (2001) Competitive pricing 
behavior in various 
segments of the 
automobile market

Demand side: aggregate 
mixed logit model
Supply side: fi rms 
maximize the profi t by 
allowing a menu 
of possible pricing 
behaviors

The larger car and luxury 
segments show evidence of 
more collusive pricing; the 
small car segment is much 
more competitive

Sudhir et al. 
(2005)

How prices change with 
changes in demand, costs 
and competition in the 
US photographic fi lm 
industry

Demand side: aggregate 
mixed logit model
Supply side: Bertrand 
pricing behavior by fi rms

Competitive intensity is 
higher in periods of high 
demand and low cost
The information of 
competitor prices can
help determine how 
demand and cost 
conditions affect the 
competitive intensity

Verboven 
(2002)

Quality-based price 
discrimination in the 
European car market

Demand side: aggregate 
mixed logit model
Supply side: pricing 
difference is the sum 
of the marginal cost 
differences and mark-up 
differences

Find evidence to support 
the existence of the second-
degree price discrimination 
between high- and low-
mileage drivers

Xiao et al. 
(2007)

Service bundles (voice 
and text services) under 
three-part tariff pricing in 
the wireless market

Demand side: mixed 
logit model accounting 
for switching cost and 
learning

Consumer preference for 
voice call is positively 
correlated with that for text
Changes in switching cost 
or consumers’ information 
of own usage preferences 
signifi cantly affect the 
penetration of the two 
service plans offered by the 
fi rm

Notes: 
a Bundle-size pricing means that fi rm sets prices that depend only on the number of products purchased.
b  Discounted component pricing means that fi rm sets component pricing and offers discounts by the total 

number of products purchased at the same time.
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profi ts are not the same as accounting profi ts) and the reverse causality issue. As an 
example of the latter, estimating a simple market demand function treating fi rm prices 
as exogenous ignores the fact that a change of the fi rm’s pricing decisions may be caused 
by a change in the market environment, such as competition and consumer preference. 
Another important issue with reduced-form models relates to Lucas’s critique – the 
behavior of players (fi rms or consumers) is likely to be a function of the behaviors of other 
players. For example, if fi rms are in a price war, consumers may come to expect low prices 
and will change their shopping behaviors accordingly. If fi rms are able to stop this price 
war, how might the behaviors of consumers change as their price expectations change? 
These issues cannot be addressed with reduced-form models unless we have reasonable 
assumptions about the behaviors of consumers and/or fi rms in the market and unless we 
have regime-invariant estimates of consumer behavior.

In contrast, using the structural approach to build pricing models, we assume that 
the observed market outcomes such as quantity sales and/or prices are generated from 
some explicit economic or behavioral theory of consumers’ and fi rms’ behaviors. There 
is an explicit linkage between theory and empirics. To build theory models of pricing 
(e.g. for third-degree price discrimination) that are tractable, researchers usually have 
to choose simple demand specifi cations and fi rm-conduct specifi cations. To under-
stand comparative statics in such models, researchers sometimes also have to resort 
to selecting what might seem like arbitrary parameter values and conduct numerical 
simulations. An advantage of structural empirical models is that they can build realis-
tic consumer and fi rm behavior models, and estimate them even when the models are 
intractable. Parameter estimates are obtained from actual data and linked to behavioral 
interpretations. The estimated parameters can then provide a sound basis for conduct-
ing policy simulations, such as understanding the impact of new pricing policies from 
existing fi rms, entry and exit, mergers and acquisitions and so on, and, based on that, 
provide managerial recommendations that might not be possible using the reduced-
form approach.

This is especially true if the policy experiments are related to new price regimes, i.e. 
prices assumed in experiments are out of the range of the current sample data. This is 
because a reduced-form regression model typically tries to match the model with the 
observed data; there is no guarantee that the model will still perform well when new 
prices lie outside the range of the current data. Further, when the data are incomplete 
researchers can sometimes impose restrictions based on economic theory to recover the 
parameters they are interested in. A typical example in marketing is to infer marginal 
costs based on pricing equations. Thomadsen (2007) demonstrated that using a structural 
model, one can infer the demand and production functions in the fast-food industry 
solely from observed prices (and not units sold or market shares). One major constraint 
of structural models is the need to impose potentially restrictive behavioral assumptions. 
Hence they might be less fl exible compared with the reduced-form approach; researchers 
should examine the reasonableness of these assumptions from the data.

It is important to recognize that the distinction between a structural model of pricing 
and its reduced-form counterpart is less stark. That is, structural modeling is really a 
continuum where more details of consumer and fi rm behaviors are modeled, as data and 
estimation methodology permit. Most empirical models lie between ‘pure’ reduced-form 
and structural models. For example, if pricing is the real interest, researchers may focus 
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on modeling how the behaviors of consumers are affected by the fi rm pricing strategies, 
or how fi rms compete in the market through pricing strategies, and treat the impact of 
other fi rm strategies such as advertising and non-price promotions in a reduced-form 
manner as simple control variables (see Chintagunta et al., 2006b). On the other hand, 
we should also recognize that some sort of causal relationships are implicitly assumed in 
most reduced-form models, especially when the results lead to policy recommendations. 
Suppose a researcher estimates a simple model of price as a function of fi rm concentra-
tion, and uses the result to infer the optimal price for a fi rm. This researcher assumes 
that concentration changes prices and not the other way round. Further, the assumption 
of fi rm behavior is current period profi t or revenue maximization. When the researcher 
suspects that there may be a correlation between the error term and the price in the regres-
sion model, instrumental variables may be used in model estimation. However, the choice 
of instrumental variables implies certain assumptions about why they are correlated with 
prices and not the error term in the model. In summary, the major difference between 
structural and reduced-form models is whether behavioral assumptions are explicitly 
specifi ed in the model (see detailed discussion in Pakes, 2003).

We now turn to the discussion of various parts of a structural model. The purpose of 
this chapter is not to provide an exhaustive survey of the marketing literature. We select 
some marketing and economic works in our discussion for illustration purposes, and 
refer the reader to Chintagunta et al. (2006b), which provides a more complete survey. 
Our purpose here is to explain the procedure of building a structural model that relates to 
pricing issues in marketing, and to discuss some important but understudied issues. For 
greater detail, especially on econometric issues, we refer the reader to excellent surveys in 
Reiss and Wolak (2007) and Ackerberg et al. (2007).

We fi rst discuss in the next section the four basic steps in constructing a structural 
pricing model, which involves (1) specifying model primitives including consumer pref-
erences and/or fi rm production technologies; (2) specifying the maximands or objective 
functions for consumers and/or fi rms; (3) specifying model decision variables, which 
include consumers’ quantity purchased and/or fi rms’ pricing decisions. Sometimes other 
strategic decisions such as advertising, display promotions etc. will also be modeled. 
The fi nal step is (4) specifying price-setting interactions, i.e. how fi rms compete against 
each other through setting prices. With this structural model we explore further issues 
in model estimation and application, including (1) the two major types of error terms 
that researchers typically add in the estimation model and their implications; (2) various 
techniques used in the econometric estimation and other issues such as endogeneity, 
the choice of instruments and model identifi cation; (3) model specifi cation analysis, 
i.e. the test of the behavioral assumptions in the model; and (4) policy analysis based 
on the estimation results. We also discuss some general marketing applications of the 
structural model there. Finally we conclude and offer some thoughts on future research 
directions.

2.  Specifying a structural pricing model
We use two papers as illustrations to show various aspects of structural modeling for 
setting prices. These are the studies by Besanko et al. (2003) on competitive price dis-
crimination and Xiao et al. (2007) on pricing for wireless services in the communication 
industry. Competitive price discrimination cannot be grasped without an understanding 
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of underlying consumer behaviors and fi rm strategies. Therefore Besanko et al. build a 
consumer choice model with the assumption of utility maximization. Further, manufac-
turers and retailer price decisions are modeled as the outcome of profi t maximization, 
with dependencies between them explicitly modeled. Besanko et al. use model estimates 
to conduct policy simulations, as we discuss in later sections.

Xiao et al.’s study of wireless pricing includes an analysis of three-part tariff pricing 
(a fi xed fee, a free usage and a marginal price that is charged with usage above the free 
usage) is typically used in the industry. Firms in the industry also typically offer consum-
ers service plans that bundle several services such as voice and text message. In their data, 
the focal fi rm introduced a new service plan in the middle of the sample period. While 
most consumers fi nally choose the service plan that minimizes the total cost conditional 
on their observed usages, switching from one to another service plan took time. It is 
difficult to use a reduced-form demand model of service plans to estimate the data given 
the complex pricing structure and the entry of the new plan during the sample period. 
The authors therefore build a structural model in which consumers choose a service plan 
that maximizes their utility. The authors are agnostic about the fi rm pricing strategy; 
however, based on their estimated consumers’ responses to the new service bundle under 
a three-part tariff they are able to explore interesting managerial issues such as whether 
or not bundling services in a plan under a three-part tariff will be more profi table than 
selling services separately under various pricing mechanisms, including linear and two-
part tariff pricing. They can further compute the optimal pricing structure based on 
estimated consumer preference.

In anticipation of the coming discussion, Table 6.2 lists the steps needed to build 
a structural model and provides a quick summary of how our two illustrative papers 
perform each of these steps.

2.1  Specifying model primitives
As mentioned in the introduction, the starting point of a structural model is to specify the 
behaviors of the agents being studied. In Besanko et al. the agents being studied are con-
sumers, retailers and manufacturers, whereas in Xiao et al. the focus is consumer choice 
behavior for wireless service plans; therefore the agents studied are only consumers.

A structural model usually begins with the following model primitives: consumer pref-
erences and fi rm production technologies. Consumer preferences are a function of vari-
ables exogenous to them, such as attributes of products, and variables that are decision 
outcomes of fi rms such as market prices. Firms face factor prices that are exogenous to 
them. A richer model usually allows for heterogeneity in the consumer preferences and/
or fi rm technologies. It is important to identify which variables in the data are assumed 
to be exogenous and which are not, and examine how reasonable these assumptions are. 
In this way we make the implied causality explicit (i.e. changes in exogenous variables 
cause changes in endogenous variables), and also examine how restrictive the model 
assumptions are. For example, it might be reasonable for researchers to assume product 
attributes as exogenous given a sufficiently short time horizon, but allow pricing and 
other promotion decisions to be endogenous, resulting from consumer preferences and 
the production technologies and competition behaviors of fi rms based on these primi-
tives. Another example is that in the short run it is reasonable to treat the number of com-
petitors as exogenous. Pricing decisions do not depend on fi xed costs. This is a common 
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assumption used in most of the structural pricing models in marketing. However, in the 
long run, entry and exit can be expected to happen. Fixed costs can affect the number of 
competing fi rms in a market and hence also market prices.

Besanko et al. model the consumer preference for ketchup products. They allow for 
latent class consumer heterogeneity in brand preferences as well as responsiveness to mar-
keting variables including price. They assume an exogenous number of manufacturers in 
the ketchup market and a monopoly retailer. Each manufacturer may produce several 
brands and must sell their products through the retailer. The marginal cost of producing 
one unit of the product is constant and differs across the manufacturers. The marginal 
cost of selling one unit of the product is the wholesale price charged by the manufacturers. 
They assume that other costs for the retailer are fi xed costs. Fixed costs of manufacturers 
and the retailer have no impact on market prices in their data. Further discussion of the 
details of the model is provided below.

The consumer utility in Xiao et al. is a function of the consumption of two types of 
services – voice and text message usages (voice and text henceforward). They assume 
that the preferences for the two services are continuously distributed, and these prefer-
ences might be correlated. The assumption of the preference distributions for the two 
services is important as they determine the fi rm’s optimal bundling and non-linear 
pricing strategies to target different consumer segments. The fi rm decision of new service 
plan introduction is treated as exogenous. Because the charges for the two service plans 
vary according to the specifi c levels of access fee, free usages and marginal prices, the 
consumer cost will be different depending on the usage levels of voice and text and 
which service plan they sign up to. Again, further discussion of the details of the model 
is provided below.

Table 6.2  Steps in building a structural model: Bensanko et al. and Xiao et al.

Step in modeling Besanko et al. Xiao et al.

Specify model primitives Heterogeneity of consumers’ 
preferences for ketchup products, 
cost functions faced by retailers 
and manufacturers

Heterogeneity of consumer 
preferences for voice and text 
offered from wireless phone

Specify agent maximands Consumers maximize utility; 
retailers and manufacturers 
maximize profi ts

Consumers maximize utility 
under nonlinear pricing and 
budget constraint

Specify model decision 
variable

Consumers choose which brand 
to purchase; manufacturers 
choose wholesale price; retailer 
chooses retail price

Consumers choose service 
plan at the beginning of the 
period, then choose usage 
levels for both voice and 
text

Model price-setting 
interactions

Consumers are price-takers; 
Stackelberg game between 
manufacturers and retailer, 
Bertrand–Nash price 
competition among 
manufacturers

Consumers are price price-
takers; fi rm behavior is not 
modeled
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2.2  Specifying agent maximands
Next, modelers specify objective functions for agents. Objective functions can be treated 
as a bridge connecting the changes of exogenous variables to changes of endogenous 
variables that we are interested in (quantity purchased, prices etc.) Consumers are typi-
cally modeled as utility maximization agents within a time horizon. The time horizon 
can vary from single period to infi nite period. Firms are typically assumed to maximize 
profi ts, again within a single or infi nite period. They are called dynamic models if multiple 
periods are involved and there exists linkage between current (purchase or pricing) deci-
sions and state variables in future periods that will affect the utility or profi t function; 
otherwise they are called static models. The major examples we discuss in this chapter are 
static models. We refer readers interested in dynamic models to another review paper by 
Chintagunta et al. (2006b). We visit the dynamic issues in the conclusion section.

The assumptions of the objective functions of consumers and fi rms in Besanko et al. are 
common in most marketing papers on pricing strategy. On the demand side, they assume 
that myopic consumers maximize their utility from purchasing brand j on each shopping 
trip. The indirect utility for consumer i from brand j on shopping trip t, uijt is given by

 uijt 5 gij 1 xjtbi 2 aipjt 1 jjt 1 eijt (6.1)

where gij is consumer i’s brand preference, ai is consumer i’s sensitivity to price pjt. The 
parameter bi measures consumer i’s responsiveness to other marketing variables xjt such 
as feature and display. The indirect utility for the outside option is normalized to be mean 
zero with a random component ei0t. The myopic consumer assumption may be reason-
able for ketchup, given that it is a small-price item in the shopping basket. A latent-class 
structure is used to capture consumer heterogeneity: there are K  latent-class consumer 
segments, and every segment has its own parameters (gk

ij,b
k
i ,a

k
i )  and a probability weight 

l
k, k 5 1,. . .,K. On the supply side, the manufacturer is assumed to maximize her current 

period profi t by charging wholesale prices for her products, given other manufacturers’ 
pricing strategies and the expected retailer’s reaction to wholesale prices. The monopoly 
retailer is assumed to maximize her profi t conditional on manufacturers’ wholesale prices. 
The monopoly retailer r’s objective function is modeled as follows:

 Pr 5 a
J

j51

(pj 2 wj )a
K

k51
lkSk

j M   (6.2)

The manufacturer m’s objective function is the following:

 Pm 5 a
j[Bm

(wj 2 mcj )a
K

k51
lkSk

j M (6.3)

where pj is the retail price for brand j, wj is the wholesale price, mcj is the marginal cost, lk 
is the size of segment k, Sk

j  is the share for brand j within segment k, and Bm is the number 
of brands offered by manufacturer m with gmBm 5 J. Finally, M is the quantity of total 
potential demand in the local market.

In Xiao et al., consumers are assumed to choose a service plan at the beginning of each 
period to maximize the expected utility within the period (rather than maximize intertem-
poral utility). If consumer i chooses a service plan j, j 5 1, . . ., J, from the focal fi rm at 
time t, she will then choose the number of voice minutes xV

it, the number of text messages 
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xD
it , and quantity of the outside good x0

it which is the consumption of products and services 
other than the wireless services. To consume a bundle {xV

it, x
D
it } from service plan j, the con-

sumer pays an access fee Aj, enjoys a free usage for voice FV
j  and for text FD

j , and then pays a 
marginal price for voice pV

j  if xV
it . FV

j , and for text pD
j  if xD

it . FD
j . The authors assume that 

the utility function is additively separable in voice and text. The consumer’s direct utility 
from the consumption and choosing the service plan, Ui

j (x0
it, x

V
it, x

D
it )  is as follows:

 
Ui

j (x0
it, x

V
it, x

D
it )

5 dj 1 x0
it 1 cuV

itb
V
i xV

it 2 bV
i

(xV
it ) 2

2
d 1 cuD

it b
D
i xD

it 2 bD
i

(xD
it ) 2

2
d 1 eijt

 (6.4)

where dj is a plan-specifi c preference intercept. uL
it is the preference parameter of consum-

ing service L, L 5 {V, D}, with the following specifi cation:

 uL
it 5 uL

i 1 jL
it (6.5)

where uL
i  is the mean preference, and jL

it is the time-varying usage shock. The heteroge-
neity of preferences ui ; (uV

i ,uD
i ) r among consumers is assumed to follow a continuous 

bivariate normal distribution with mean (uV,uD ) r and covariance matrix 

 c s2
V sVD

sVD s2
D
d .

Finally, bL
i , L 5 V, D are the price sensitivity parameters for voice and text, respectively. 

The consumer will maximize the above direct utility function subject to the budget 
constraint:

max
{x0

it,x
V

it,x
D

it}
Ui

j (x0
it, x

V
it, x

D
it  0  dit 5 j)

subject to x0
it 1 [pV

j
# (xV

it 2 FV
j ) ] {xV

it $ FV
j } 1 [pD

j
# (xD

it 2 FD
j ) ] {xD

it $ FD
j } 1 Aj # Yi 

(6.6)

where Yi is the income of the consumer, and { ? } is an indicator function that equals one if 
the logical expression inside is true, and zero otherwise. The variable dit is the consumer’s 
choice at time t. Solving this constrained utility maximization problem, Xiao et al. obtain 
the consumer’s optimal usage decision xL*

it  as follows:

The consumer’s optimal usage is a non-linear function depending on which interval her 
uL

it is in. Plugging equation (6.7) into the direct utility function (6.4), the authors obtain 
consumer i’s indirect utility Vj, it from choosing the service plan j.

The above examples assume fully rational consumers and fi rms. Recently there has 
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it # 0}

 
(6.7)
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been a call in marketing to incorporate psychological and sociological theories into 
modeling consumers’ and fi rms’ behaviors, e.g. including reference dependence, fairness, 
confi rmatory bias (see Narasimhan et al., 2005). Such richer specifi cations will help to 
explain the observed data which may not be explained by standard economic theory – for 
example, market response to price increases versus decreases may be asymmetric. This 
may relate to reference dependence or other psychological factors.

On the fi rm behavior modeling front too, researchers have increasingly explored fi rms 
going beyond pure profi t maximization. Chan et al. (2007) fi nd that the manager of an 
art-performance theater has a larger preference weight for avant-garde shows, which is 
consistent with the center’s mission statement. Sriram and Kadiyali (2006) study if retailers 
and manufacturers maximize a weighted combination of shares or sales and profi ts, and 
what impact this maximand and behavior have on price setting. They fi nd that across three 
categories, there is evidence that these fi rms maximize more than pure profi ts; as expected, 
fi rms that care about sales or shares price lower and fi rms that have higher prices place a 
negative weight on sales or shares. Wang et al. (2006) model fi rm managers’ objective func-
tion as a linear combination of expected profi ts and shareholder market value, and their 
empirical evidence supports this assumption. All three studies point to an issue with static 
supply-side models, i.e. the difficulty of capturing accurately in a static supply-side model 
the complexities of competitive pricing in a dynamic game. For example, fi rms can have 
long-run objectives that might be a combination of shares, profi ts, shareholder market 
value etc. In the short run, the fi rm might consider building market share and sacrifi cing 
profi tability to do so, with the goal of market dominance and profi tability in the longer 
run. Also, multiple forms of fi rm behavior are possible in dynamic games, e.g. entry deter-
rence, predatory pricing, etc. that are hard to capture in a simple static one-shot game.

Another important assumption in most structural pricing studies that deserves atten-
tion is the role of uncertainty or information set of both fi rms and consumers. The typical 
assumption has been that consumers know their preferences as well as fi rm prices, fi rms 
know the (distribution of) consumer preferences and their own and rivals’ pricing strate-
gies. For example, Besanko et al. (2003) assume that consumers know their own brand 
preferences and the prices charged by retailers, while fi rms have good knowledge about 
the underlying segment structure of consumer preferences (the discrete preference types). 
It seems a reasonable assumption for stable product markets in their paper. However, 
this assumption might be unrealistic in many instances. Consumers might be unaware 
of their own preferences given limited information. For example, Xiao et al. (2007) con-
sider two types of consumer uncertainty: fi rst, consumers do not know the usage shock 
jL

it (see equation (6.5)) when they decide which service plan to choose at the beginning of 
each period. Second, consumers may not know their mean preference types ui; instead, 
they have to learn their preference over time by observing their usage experience. This 
behavior assumption is consistent with the fact in the data that consumers only switched 
to the new data-centric plan several periods after the plan had been introduced (some did 
not switch even at the end of the sample period) even when their benefi ts would be large 
had they switched earlier.

Consumers also may not have perfect information on attributes or quality and prices 
of all products available in the market. Firms might not know the precise distribution 
of consumer preferences, and might have incomplete knowledge of their own or rivals’ 
production technologies and pricing strategies. Some structural pricing papers have 
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attempted to incorporate these alternative information set assumptions. Miravete (2002) 
provides empirical evidence of a signifi cant asymmetry of information between consum-
ers and the monopolist under different tariff pricing schemes in the telecommunication 
industry. We expect future pricing research to study the impact of limited information on 
either consumers’ or fi rms’ decision-making; the results from these studies are likely to be 
different from those from models with a perfect information assumption.

2.3  Specifying model decision variables
Given that this chapter is about structural models of pricing, price is of course the fi rm 
decision variable that we are focusing on. However, there are at least two layers of com-
plexity in studying pricing – the depth in which pricing is studied, and whether other 
decision variables are studied simultaneously.

Several studies have examined the case of fi rms choosing a single price for each product. 
In Besanko et al. (2003), each manufacturer chooses one wholesale price for each of her 
own brands. The monopolist retailer decides the retail price for each brand conditional on 
the wholesale price. While modeling each fi rm as picking one price is an appropriate place 
for structural pricing studies to begin their inquiry, researchers must acknowledge that a 
more complicated pricing structure exists in most industries. Firms may optimize prices 
of product lines and for various customer segments. Similarly, pricing can be either linear, 
fi xed fee, or a more complicated non-linear scheme. An increasing number of studies 
examines the issue of price discrimination (e.g. Verboven, 2002; Besanko et al., 2003; 
Miravete and Roller, 2003; Leslie, 2004; McManus, 2004). Further, pricing for multiple 
products (product line) leads to the possibility of bundling and charging different prices 
for different product bundles (e.g. Chu et al., 2006). Under these pricing schemes closed-
form optimal solutions usually do not exist, and computational complexity has deterred 
research efforts in the past. However, with recent development in computation and econo-
metric techniques, researchers are able to estimate complicated models. For instance, 
Xiao et al. (2007) used simulation-based methods to estimate the demand function for 
voice and text under service bundling with three-part tariffs. Based on these results they 
further compute the optimal pricing strategy for the fi rm under various scenarios.

The other issue in building structural models of price is whether price can be studied 
independently of other strategic choices of fi rms. Examples include the study of joint 
determination of price and advertising (Kadiyali, 1996) and study of the relationship 
between price and channel choice (Chen et al., 2008; Chu et al., 2007). Often, research-
ers are constrained by data and the complexity of modeling to examine such joint 
determination. An additional tricky issue is the possible difference in the periodicity of 
decision-making regarding price decisions versus other decisions, such as advertising or 
production capacity. If these decisions are made in different planning cycles, e.g. pricing 
being made weekly and advertising quarterly, it is difficult to estimate jointly optimal 
price and advertising rules with a different number of data points. Typically, researchers 
have assumed the same periodicity of such decisions (e.g. Vilcassim et al., 1999). Another 
alternative used is to examine the issue sequentially, e.g. studying the choice of price 
conditional on previous locational choice made by the fi rm when it entered the market 
(Venkataraman and Kadiyali, 2005). In this case the fi rst-stage locational choice will take 
account of its impact on pricing in future periods, leading to a more complicated dynamic 
model setting.
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2.4  Modeling price-setting interactions
Given assumptions about consumers and fi rms maximizing their objectives, how does the 
market equilibrium evolve and how do these decision-makers interact with one another? 
The typical assumption about consumer behavior has been price-taking. For fi rms, the 
default has been to assume one form of behavior such as Bertrand–Nash, Stackelberg 
leader–follower or collusive pricing game. An important point to bear in mind when 
imposing a particular assumption of how fi rms interact with each other is to justify why 
this is an appropriate assumption for the industry, given that the estimation results are 
very dependent on the assumption made. For example, Besanko et al. (2003) assume a 
manufacturer Stackelberg (MS) game on the supply side. On this assumption, the retailer 
chooses retail prices to maximize the objective function (equation 6.2) by taking the 
wholesale prices as given. The fi rst-order condition for the retailer’s objective function 
is

 a
J

j51

(pj 2 wj ) aa
K

k51
lk
'Sk

j

'pj r
Mb 1 a

K

k51
lkSk

j rM 5 0 (6.8)

Manufacturers decide the wholesale prices to maximize the objective function (equa-
tion 6.3) by taking into account the retailer’s response to wholesale prices, i.e. 
'pl/'wj, j, l 5 1, . . ., J. The fi rst-order condition for a manufacturer with respect to a 
brand j r is
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where gjrj is equal to one if brand j and j r are offered by the same manufacturer; otherwise 
it is equal to zero, and lk is the size of segment k, k 5 1, . . ., K.

As we discuss later, Besanko et al. demonstrate that the MS game is a reasonable 
assumption in their data. The manufacturers are selling in the national market, hence 
they are likely to be leaders in the vertical channel, while the retailer sells in a local market, 
so she is likely to be a follower. Further, the retailer sells for all manufacturers, so is 
assumed to maximize category profi ts. The monopolist retailer assumption is consistent 
with the conventional retailer wisdom that most consumers do grocery shopping at the 
same store.

An alternative to imposing an assumption of how fi rms interact with each other is 
to compare various alternative assumptions and let the data suggest which model best 
represents market outcomes. Gasmi et al. (1992) and Kadiyali (1996) are two of the 
few studies considering a menu of models (forms) and choosing the one that fi ts the 
data best. Gasmi et al. (1992) consider different fi rm conduct behaviors such as Nash in 
prices and  advertising, Nash in prices and collusion in advertising, Stackelberg leader in 
price and advertising etc. when they analyze the soft-drink market using data on Coca-
Cola and Pepsi-Cola from 1968 to 1986. Using a similar approach, Kadiyali (1996) 
 analyzes pricing and advertising competition in the US photographic fi lm industry.1

1 Other studies refer to Roy et al. (1994) and Vilcassim et al. (1999).
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3.  Estimating and testing a pricing structural model

3.1  Going from deterministic model to market outcomes
Outcomes from the economic models of utility and profi t maximization are determinis-
tic. In reality, given any parameter set these outcomes will not perfectly match with the 
observed prices and quantity purchased in the data. To justify these deviations, and hence 
to construct an econometric model that can be estimated from the data, researchers have 
typically added two types of errors: errors that capture agent’s uncertainty and errors 
that capture researcher’s uncertainty. The agent’s uncertainty is when either consumers 
or fi rms (retailers and manufacturers) have incomplete information about marketplace 
variables that infl uence their objective functions. Researchers may or may not observe 
such an error term from their data. For example, before visiting a store consumers might 
know only the distribution of prices and not the exact prices in the store. The researcher’s 
uncertainty stems from researchers not observing from the data some important variables 
that affect consumers’ or fi rms’ objective functions, but consumers and fi rms observe 
these variables and account for them in their optimization behavior. An example of such 
uncertainty is that shelf-space location of items inside a store may affect consumers’ 
purchase decisions but researchers cannot observe shelf-space locations in the data. Such 
errors become the stochastic components in the structural models which help research-
ers to rationalize the deviations of predicted outcomes from their models from observed 
market data. Economic and managerial implications can be very different under these 
two error assumptions and, depending on the problem, justifying the distributional 
assumptions of these errors can be critical, as we discuss below.

In their paper, Besanko et al. (2003) assume researcher’s uncertainty only and capture 
it in two kinds of error terms. One is eijt in equation (6.1), which is consumer i’s idiosyn-
cratic utility for different product alternatives. This is to capture the factors that affect 
consumers’ purchase decision but are unknown to researchers. Besanko et al. follow the 
standard assumption that eijt is double exponentially distributed. Relying on this distribu-
tion assumption, the authors can obtain the probability of type k consumer purchasing 
brand j(Sk

jt) as follows:

 Sk
jt 5

exp(gij 1 xjtbi 2 aipjt 1 jjt )

1 1 a
J

jr51
exp(xjrtb

k 2 akpjrt 1 jjrt )
 (6.10)

Another error term takes account of the product attributes (e.g. coupon availability, 
national advertising etc.) observed by the consumers but not by the researchers. It is 
represented by jjt in equation (6.1). There is no agent’s uncertainty in their model – 
 consumers know own eijt and jjt, while fi rms know jjt for all brands and the distribution 
of eijt. The existence of jjt causes the endogeneity bias in estimation – since fi rms may take 
into account its impact on market demand when they make price decisions, it will lead 
to the potential correlation between fi rms’ prices and jjt in consumers’ utility function. 
Ignoring this price endogenity issue in the estimation will lead to biased estimation results 
and further biased inferences. See Chintagunta et al. (2006a) for a detailed analysis of this 
issue. We further discuss how to solve this issue in later sections.

Xiao et al. (2007) include both researcher’s uncertainty and agent’s uncertainty in 
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their econometric model. One is eijt in equation (6.4), which captures the researcher’s 
uncertainty of factors that may affect the consumer’s choice of service plan but are unob-
served by researchers. Similar to Besanko et al. (2003), eijt is assumed to follow the double 
exponential distribution. Another error term is jL

it in equation (6.5), which is consumer i’s 
time-varying preference shock of using service L, L 5 V, D. The exact value is assumed to 
be unknown to the consumer when she makes the service plan choice, and hence captures 
the agent’s uncertainty. The consumer may also have uncertainty about her mean prefer-
ence ui ; (uV

i , uD
i ) r. Hence, with uncertainties of ui and jL

it the consumer has to form an 
expectation for her indirect utility function Vj,it conditional on her information set Vit, 
which consists of her past usage experience, i.e. E [Vj,it 0  Vit ]. The consumer will choose 
the alternative with the highest expected indirect utility. For simplicity let us assume that 
there is no switching cost. Under the distribution assumption of eijt we can write down 
the probability of consumer i choosing plan j as

 probi ( j) 5
exp(E [Vj,it 0  Vit ] )

1 1 a
J

k51
exp(E [Vk,it 0  Vit ] )

 (6.11)

Note the difference between (6.10) and (6.11). In Besanko et al.’s (2003) set-up there is no 
agent’s uncertainty, i.e. fi rms know jjt for sure; hence they do not need to form an expecta-
tion for (gij 1 xjtbi 2 aipjt 1 jjt ) .2 In Xiao et al. (2007), because of the agent’s uncertainty 
each consumer has to form a conditional expectation for Vj,it when she makes the service 
plan choice. In contrast, when deciding how much voice and text to be used during the 
period, uit (see equation (6.5)) is fully revealed to the consumer. Hence there is no agent’s 
uncertainty in the usage decisions (see equation (6.7)). The authors assume that the fi rm 
knows only the distribution of ui for all consumers and not for each individual consumer, 
the researchers’ information on ui is exactly the same as the fi rm’s. Further, any potential 
unobserved product attributes of the service plans in the data have been accounted for 
by the plan preference parameter dj in the utility function (this effect is assumed as fi xed 
over time; see equation (6.4)). Hence there is no price endogeneity issue in estimating the 
market share function of service plans. However, if there is an aggregate demand shock 
(say, a sudden change in the trend of using text message among cellular users) observed 
by the fi rm but not by researchers, the pricing structure of the new data-centric plan can 
be correlated with such a shock, and the endogeneity issue will then arise.

Reiss and Wolak (2007) identify other sources of error terms that could be considered 
in future research. In general, it is fair to say that the treatment of the nature and source 
of errors has not received the attention that it merits.

3.2  Econometric estimation
Depending on the type of errors in the model, various econometric techniques have been 
used in model estimation. Simple OLS or the likelihood approach is widely used when 
the endogeneity issue does not arise. Structural models typically involve the estimation of 
simultaneous equation systems. For example, in Besanko et al. (2003) the model involves 

2 Here Besanko et al. also implicitly assume that consumers know xjt and pjt for sure.
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consumer choice, manufacturers’ and the retailer’s pricing decisions. In Xiao et al. (2007) 
the model involves both service plan choice and usage decisions. FIML (full information 
maximum likelihood) or method of moments has been widely used for estimating simul-
taneous equations. Advanced simulation-based techniques have been developed recently 
(e.g. see Gourieroux and Monfort, 1996) in model estimation when there is no closed-
form expression of the fi rst-order conditions or likelihood functions. For example, Xiao 
et al. (2007) fi nd that there is no closed-form expression for the plan choice probability 
function (see equation (6.11)) when there are agent’s uncertainty of own ui and prefer-
ence shocks jit. In the model estimation, therefore, they use the simulation approach to 
integrate out the distribution of ui (according to consumers’ beliefs) and jit to evaluate 
the probability probi ( j) . In general, allowing for a richer type of errors in the model 
will complicate the computation of the likelihood of observed market outcomes, and in 
such situations researchers have to rely on simulation methods. Instead of the classical 
likelihood approach, marketing researchers have often used the Bayesian approach in 
model estimation, especially when they want to model a fl exible distribution of consumer 
heterogeneity.

A thorny issue relates to the endogeneity or simultaneity problem when the error 
terms correlate with prices. In empirical input–output (IO) literature, such as in Berry 
(1994), Berry et al. (1995) and Nevo (2001), generalized method of moments (GMM) and 
simulated method of moments estimators are usually used. Various advanced methods 
including contraction mapping and simulation-based estimation have been developed. 
The general principle is to use instruments for the endogenous variable price in model 
estimation. An advantage of using instruments in GMM is that researchers do not need 
to specify a priori the joint distribution of the error terms (e.g. jjt in Besanko et al., 2003) 
and the endogenous variable such as price in their model. Recently, there has been a 
revival in likelihood-based estimates with the rise of Bayesian estimation in tackling the 
simultaneity issue (Yang et al., 2003). Another issue relates to the existence of multiple 
equilibria in the model (this is especially true for many dynamic competition models), 
where the likelihood function is not well defi ned. GMM in this case is useful for model 
estimation since it only uses the optimality condition in any of the equilibria but remains 
agnostic about which equilibrium is chosen by the markets in data. See related discussion 
in Ackerberg et al. (2007).

The role of instruments is very important in the econometric estimation of structural 
pricing models. The requirements for a good instrumental variable are ‘relevance’, i.e. the 
variable has to be correlated with the endogenous variable such as price; and ‘exogen eity’, 
i.e. the variable has to be uncorrelated with the unobserved error term. If relevance is 
low, researchers will have weak instruments and the error in the estimation can be large. 
Without exogeneity the instruments are invalid and researchers will obtain inconsistent 
estimates. Hence researchers have to examine the quality of the instruments they choose 
according to these aspects. Because structural models explicitly specify how the data are 
generated based on behavioral assumptions and hence how error terms and decision 
variables such as price are potentially correlated in the model, it helps us to understand 
to what extent the chosen instruments are valid. For example, if fi rms are involved in 
Bertrand–Nash pricing competition and their objective is to maximize own profi t, cost 
shifters will be relevant and valid instruments for price in the demand equation (Berry et 
al., 1995). Bresnahan et al. (1997) specify the ‘principles of differentiation’ instruments, 
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including counts and means of competing products produced by the same manufacturer 
and by different manufacturers, for price. They argue that their instruments will be valid 
under different types of non-cooperative games such as Bertrand and Cournot. Lagged 
prices are sometimes used as instruments for current prices if the error term is independ-
ent over time (e.g. see Villas-Boas and Winer, 1999).

The availability of good instruments is closely related to the identifi cation issue in the 
model. Usually there are several important behavioral parameters that researchers are 
interested to estimate, and the others in the model are termed ‘nuisance’ parameters. 
Unless there is enough variation in data, the behavioral parameters may not be identifi -
able. For example, price coefficients in a structural model with both demand and supply 
functions may not be identifi ed if there is no variation in cost variables (e.g. raw materi-
als cost) across markets or across time periods. Identifi cation is not simply a matter of 
statistical identifi cation of ensuring exclusion restrictions or overidentifi cation restric-
tions, but rather more of determining the underlying movement in various market drivers 
that enables identifi cation. A classic example of such identifi cation is Porter (1983). In a 
study of rail cartels that ship grain, Porter uses the exogenous shift in demand caused by 
whether lake steamers were in operation or not – if lakes were frozen, this substitute was 
not available and therefore rail shipment demand increased predictably. This exogenous 
shift in demand is easily observed by the cartel members. Therefore, when demand falls 
with the lake steamers operating, cartel members should not misinterpret the drop in their 
demand as stemming from another cartel member stealing customers by offering better 
prices secretly. Therefore this exogenous demand shift is an important instrument in 
inferring whether pricing is collusive or not. This example illustrates both the importance 
of fi nding exogenous demand or cost shifters, and using them in theoretically grounded 
ways to help identify the pricing strategy of fi rms rather than a simple statistical identi-
fi cation strategy.

Because of the potential correlation between price and jjt, Besanko et al. (2003) would 
not be able to identify the price coefficient ai unless they had good instruments for price 
(see equation (6.1)). They choose product characteristics and factor costs as instruments 
for prices, and use the GMM to estimate their model. They demonstrate the importance 
of taking account of the price endogeneity issue by estimating the model without consid-
ering it. They fi nd that the price coefficient will be downward-biased in the latter case.

Xiao et al. (2007) face a data problem in identifying the price sensitivity parameters 
bV

i  and bD
i  in their model (see equation (6.4)) – there is no price variation in either of the 

service plans during the sample period. To solve this problem, for tractability they fi rst 
assume that there is no heterogeneity in bV

i  and bD
i . Then they use the fact that some con-

sumers switch service plans during the sample period. Since the two service plans have 
different pricing structures, by switching plans these consumers face different marginal 
prices for voice and text in data. The change of usage levels, once above the free usage 
levels, of the same consumer will help to infer consumer sensitivity to price changes.

The restriction on agents’ objective functions is sometimes necessary for model iden-
tifi cation. Suppose one wants to allow for a richer specifi cation with non-profi t maximi-
zation objectives and other biases in the fi rm pricing decision, such a model may not be 
identifi ed solely from the data of market prices and quantity demanded. Similarly a con-
sumer choice model allowing for consumers’ imperfect information or bounded rational-
ity may not be identifi able from traditional scanner data. In this case one may need to use 
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other data sources such as self-reported consumers’ expectation of future prices or fi rms’ 
expectation of future profi ts or revenues (e.g. see Chan et al., 2007a and Horsky et al., 
2007).3 Alternatively, creative fi eld experiments in which price variations are exogenously 
designed (e.g. see Drèze et al., 1994 and Anderson and Simester, 2004) can help to avoid 
the endogeneity issue. In these cases researchers are certain that observed prices are not 
affected by aggregate demand shocks; hence consumers’ price sensitivity (short- or long-
term) can be estimated without resorting to the structural approach.

3.3  Specifi cation analysis
Related to the above discussion, specifi cations and hence the estimation results are very 
dependent on the behavioral assumptions made in the model. While some assumptions 
have to be made to build structure (e.g. the market demand functional form and the 
distribution assumption of unobserved errors), when researchers use the reduced-form 
approach they rely less on the specifi cation of the behavioral assumptions; hence their 
models may be more fl exible to fi t with the data. Most studies using the structural 
approach have not shown too much due diligence in comparing alternative behavioral 
assumptions or justifying from managerial or other sources why their assumptions are 
justifi ed. In this regard, some issues to keep in mind are mentioned below.

First, model fi t should not be the only criterion in determining whether or not the 
model assumptions are reasonable. Indeed, if model fi t is the only criterion, researchers 
will often fi nd that reduced-form models dominate structural models whose functional 
specifi cation relies heavily on restrictive behavioral assumptions. The objective of a 
structural pricing model should not always be to minimize statistical error but to mini-
mize model assumption error. The former refers to the objective of fi nding the best fi t 
with the data. The latter refers to identifying a set of economic and behavioral theories 
that makes sense in explaining the data-generating process. As mentioned in previous 
sections, some questions related to behavioral assumptions are: are fi rms competitive 
or colluding with each other? Are consumers or fi rms maximizing long-term profi t or 
value functions? Is there asymmetric information between fi rms and consumers? Does 
learning better capture fi rm and consumer behavior than the assumption of perfect 
information? Are there some ‘irrational’ behaviors that can be explained by psycho-
logical or sociology theory? In deciding which assumption to choose, researchers might 
have to make a tradeoff in choosing a model that describes the market more reasonably, 
even if this might mean sacrifi cing the model fi t. For example, Besanko et al. (2003) 
model the interactions between manufacturers and the retailer in the channel where 
manufacturers are Stackleberg price leaders. Even if the authors found that a model 
assuming the retailer as the Stackleberg price leader over national manufacturers fi ts 
better with the price data, they might not want to use such a specifi cation, considering 
the market reality.

So if model fi t is not always the best means to judge the performance of a pricing struc-
tural model, what is? An important test is whether the model assumptions lead to sensi-
ble results when we go from model assumptions to managerial recommendations. For 

3 Another stream of literature uses bounded estimators when the structural parameters are not 
point-estimable.
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example, Besanko et al. (2003) compared the equilibrium outcome under their specifi cation 
with different alternative assumptions. The implied retail margins from their model are face 
valid and therefore support the feasibility of the manufacturer Stackelberg leader assump-
tion. In another example Xiao et al. (2007) fi nd that with consumer learning and switching 
cost in their model, they can explain why some consumers switch to the new service plan 
while the others do not. Another way to see whether results are sensible is to conduct policy 
simulations and see if those results are sensible. We discuss more on this below.

3.4  Policy analysis
As discussed above, by building the structural model to analyze the underlying con-
sumer preferences and fi rms’ pricing decisions, we can use the structural analyses to 
answer some questions which cannot be addressed by reduced-form analysis precisely. 
Specifi cally, the results of a structural model can be used to conduct managerially useful 
simulation exercises. These exercises are valuable because the assumed policies can be out 
of sample (prices set at a level away from the sample observations, change in the mode of 
interactions between fi rms and consumers, entry and exit in the market, new government 
restrictions, and hypothetical consumer preference structure etc.) and will not be subject 
to the Lucas critique.

Besanko et al. (2003) assume that the retailer sets a uniform price in the model. Based on 
their demand and supply system estimates, they simulate the effects of two kinds of third-
degree price discrimination, which are initiated by either the retailer or manufacturers. 
Retailer-initiated price discrimination means that the retailer sets segment-specifi c prices 
to maximize her profi ts. Manufacturer-initiated price discrimination means that manu-
facturers induce the retailer to charge segment-specifi c prices by offering her scanback 
discounts. The policy experiments show that fi rms can increase profi t by discriminating 
a fi nite number of customer segments under both cases. So in this empirical analysis, 
price discrimination under competition does not lead to all-out competition (i.e. prices 
lower than uniform pricing strategy). Allowing for both vertical product differentiation 
and horizontal differentiation, they fi nd empirical evidence that is against the theoretical 
fi nding that price discrimination under competition will lead to the prisoner’s dilemma. 
This provides important managerial insights.

Xiao et al. (2007) illustrate how the fi rm may use its estimation result of the consumer 
preferences for voice and text to better segment the market. In particular, they fi nd that 
preferences for voice and text are weakly positively correlated, indicating that a consumer 
with high preference for voice is more likely to have high preference for text. Based on 
their results they calculate the market response to changes in the three-part tariff struc-
ture, i.e. access fee, free usages and marginal prices. Finally they compute the optimal 
pricing structure for the two service plans, and predict the types of consumers, in terms of 
preferences for voice and text, that each service plan will be able to attract. They further 
compare the result with the predicted profi ts when the fi rm charges a two-part tariff under 
the bundling case, and when the fi rm charges two- and three-part tariffs but without bun-
dling the two services. They fi nd that a computed optimal three-part tariff under bundling 
generates about 38 percent higher revenue than at the current prices, although expected 
market share is 10 percent lower. Compared with the optimal prices without bundling, the 
three-part tariff will generate about 8 percent higher revenue. The impact on consumer 
welfare may vary depending on the consumer segments.



128  Handbook of pricing research in marketing

More examples covering different aspects of policy simulations relating to pricing can 
be found. For example, in addition to Xiao et al. above, Leslie (2004), Lambrecht et al. 
(2007) and Iyengar (2006) consider non-linear pricing. Draganska and Jain (2005) study 
the optimal pricing strategies across and within product lines in the yogurt industry. A 
similar analysis of product-line pricing and assortment decisions is in Draganska et al. 
(2007). Two papers that cover policy analyses with channel changes are Chen et al. (2008) 
and Chu et al. (2006). As all these examples indicate, policy analyses form the core of the 
managerially useful output of structural pricing studies.

4.  Summary
Structural models of pricing can be useful in understanding the consumer- and fi rm-based 
drivers of market prices. They can also be useful in generating robust and manageri-
ally useful implications. That said, given the criticality of behavioral assumptions and 
instrumental variables in structural price models, researchers need to justify the use of 
these with great care. More careful analysis of the issues of model comparison and model 
identifi cation by checking with the data will also be very useful. Yet another area in 
which structural models can be improved is the modeling of behavioral issues in pricing, 
relating to both consumers and fi rms. This is becoming more important following the 
call to incorporate psychological and sociological theory to better explain the consumer 
and fi rm behaviors. Narasimhan et al. (2005) discuss how, despite the demonstration of 
a variety of behavioral anomalies, very few theoretical models have attempted to incor-
porate these in their formulation. The same is true of structural pricing work. An excep-
tion is Conlin et al. (2007), who show that people are over-infl uenced by the weather on 
the day that they make their clothing purchases (rather than accurately forecasting the 
weather for the days of actual usage of the clothing item).

One way to allow for modeling behavioral issues is to enrich data sources. Additional 
data may be necessary for researchers to identify a richer set of behavioral assumptions 
from the data. For example, if we want to model how fi rms form expectations about 
their rivals’ pricing strategy, we might need to supplement market data with surveys. 
An example of such a study is Chan et al. (2007a), who use the managerial self-reported 
expectations of ticket sales and advertising expenditures to understand the bias and 
uncertainty of managers when they make advertising decisions. Bajari and Hortacsu 
(2005) use lab experiment data to test if rational economic theories can explain economic 
outcomes in auction markets. If such data are difficult to obtain, researchers need, at the 
least, to acknowledge how the behavioral assumptions in their structural models can be 
tested with additional data.

This summary would be incomplete without consideration of alternatives to struc-
tural models of pricing. Reduced-form methods might be useful in providing stylized 
facts about pricing and other market outcomes. For example, Kadiyali et al. (2007) 
fi nd that in real-estate deals where the buyer’s agent and the seller’s agent work for the 
same company, list prices are strategically set higher (and result in higher sales prices). 
A full model of buyer and seller dynamics, including the role for buyer and seller agents, 
accounting for endogenous entries and exits is beyond current methodologies. However, 
it is still useful to establish these stylized facts because they might reveal market ineffi-
ciencies that are important to both buyers and sellers and antitrust authorities. Similarly, 
natural experiments-based reduced-form models, e.g. Ailawadi et al.’s (2001) research on 
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P&G’s switch to EDLP (everyday low pricing), offer very interesting avenues for under-
standing markets when full models are hard to build. For other marketing applications 
also see Drèze et al. (1994) and Anderson and Simester (2004). We expect that, in the 
future, marketing researchers will spend more effort in data collection though various 
sources such as survey and lab or natural experiments, and use these additional data to 
identify a richer set of behavioral assumptions in their models.

Interesting managerial implications may be generated from dynamically modeling 
the consumer choice and fi rm pricing behavior. Some of the marketing applications of 
dynamic models, such as Erdem et al. (2003), Sun (2005), Hendel and Nevo (2006) and 
Chan et al. (2007b), study how consumers’ price expectations change their purchase and 
inventory-holding behaviors. In the dynamic competition games among fi rms, the equi-
librium concept is typically Markov-perfect Nash equilibrium; that is, agents maximize 
an objective function, taking into account other agents’ behavior and the effect of their 
current decisions on future state variables (e.g. market share, brand equity and productiv-
ity). A wide variety of strategies may be adopted, and some of the equilibrium outcomes 
are very difficult to model or compute. There has not been much empirical application 
in the literature due to these issues. However, with the recent development of computa-
tion and econometric techniques we start to see growing interest in academic research. 
For example, Nair (2007) studies the skimming strategies for video games, and Che et al. 
(2007) study pricing competition when consumer demand is state-dependent (e.g. switch-
ing cost, inertia or variety-seeking in consumer behavior) in the breakfast cereal market. 
These authors have made some interesting fi ndings that would not have emerged from the 
static models. Studying the interactions of policies with a short-term impact on profi tabil-
ity such as price promotion and others with a long-term impact such as location and R&D 
investment decisions under the dynamic framework is another important area for future 
research. Finally, due to the computation complexity researchers might have to make 
some reduced-form assumptions in their models (e.g. reduced-form price expectation or 
demand function), and focus on the structural aspect of the strategic behaviors such as 
strategic inventory-holding among households or entry and exit decisions of fi rms. As a 
result the difference between the structural and the reduced-form approach is even less 
stark, as we discussed in the introduction.
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7  Heuristics in numerical cognition: implications for 
pricing
Manoj Thomas and Vicki Morwitz

Abstract
In this chapter we review two distinct streams of literature, the numerical cognition literature 
and the judgment and decision-making literature, to understand the psychological mechanisms 
that underlie consumers’ responses to prices. The judgment and decision-making literature 
identifi es three heuristics that manifest in many everyday judgments and decisions – anchoring, 
representativeness and availability. We suggest that these heuristics also infl uence judgments 
consumers make concerning the magnitude of prices. We discuss three specifi c instances of 
these heuristics: the left-digit anchoring effect, the precision effect, and the ease of computation 
effect respectively. The left-digit anchoring effect refers to the observation that people tend to 
incorrectly judge the difference between $4.00 and $2.99 to be larger than that between $4.01 
and $3.00. The precision effect refl ects the infl uence of the representativeness of digit patterns 
on magnitude judgments. Larger magnitudes are usually rounded and therefore have many 
zeros, whereas smaller magnitudes are usually expressed as precise numbers; so relying on the 
representativeness of digit patterns can make people incorrectly judge a price of $391 534 to be 
lower than a price of $390 000. The ease of computation effect shows that magnitude judgments 
are based not only on the output of a mental computation, but also on its experienced ease or 
difficulty. Usually it is easier to compare two dissimilar magnitudes than two similar magni-
tudes; overuse of this heuristic can make people incorrectly judge the difference to be larger 
for pairs with easier computations (e.g. $5.00–$4.00) than for pairs with difficult computations 
(e.g. $4.97–$3.96). These, and the other reviewed results, reveal that price magnitude judgments 
entail not only deliberative rule-based processes but also instinctive associative processes.

Introduction
The seminal work by Tversky and Kahneman (1974) and Kahneman and Tversky (2000) 
has identifi ed a set of reasoning heuristics that appear to characterize much of people’s 
everyday judgments and decision-making. Three heuristics, presumably because of their 
ubiquity, have particularly attracted the attention of researchers – anchoring, availability 
and representativeness. In this chapter, we review these three heuristics in the context of 
price cognition. We use the term price cognition as a generic term to refer to the cognitive 
processes that underlie consumers’ judgments concerning the magnitude of a price and 
their judgments of the magnitude of the difference between two prices. Price magnitude 
judgment refers to a buyer’s subjective assessment of the extent to which an offered price is 
low or high. Judgments of the magnitude of the difference between two prices are required 
in many purchase situations; for example, when buyers compare two products, or when 
they assess the difference between a regular price and sale price of a product on sale.

Price cognition plays a pivotal role in models of consumer behavior postulated in 
the economics as well as the psychology literature (Monroe, 2003; Winer, 2006). Both 
streams of literature concur on the following assumption: a buyer’s subjective judg-
ment of the magnitude of a price is an important determinant in purchase decisions. 
However, economists and psychologists differ in the way they characterize the manner 
in which buyers process the price information. The following two assumptions play a 
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fundamental, though often implicit, role in traditional models of buyer behavior posited 
by economists: (i) people are aware of the factors that infl uence their price cognition; and 
(ii) biases in judgments are caused by volitional inattention or cognitive miserliness and 
therefore can be prevented at will. In this chapter, we challenge these assumptions about 
awareness and intentionality (of biases) in price cognition. We begin by reviewing the 
numerical cognition literature to characterize the price cognition process. We then review 
evidence to suggest that price magnitude judgments entail not only deliberative rule-
based processes, but also instinctive associative processes often referred to as heuristics. 
Specifi cally, in this chapter we discuss how anchoring, availability and representativeness 
heuristics affect the price cognition process.

Our choice of the ‘heuristics in numerical cognition’ approach to understanding price 
cognition has been guided by two major considerations. First, we believe an informed 
characterization of the price cognition process calls for an integration of the numerical 
cognition literature and the judgment and decision-making literature. Second, the heur-
istics in the numerical cognition approach could offer a unifying framework to discuss 
the many seemingly unrelated effects reported in the pricing literature. We explicate each 
of these considerations in some detail.

First, in order to critically examine the issues of awareness and intentionality in price 
cognition, we need to examine the two issues in the terms of the underlying representa-
tions as well as the processes that operate on these representations.1 The questions about 
representations are: what are the different forms in which a multi-digit price is represented 
in consumers’ minds? Are price magnitude judgments based on analog representations or 
on symbolic representations? The questions about process are: what processes operate on 
the different types of representations? Are these processes deliberative and rule-based or 
instinctive and associative? To answer these questions, we review the numerical cognition 
literature, and then the judgment and decision-making (JDM) literature. The numeri-
cal cognition literature elucidates how numbers are represented in people’s minds, and 
some of the basic, lower-level processes that operate on these representations. Research 
on numerical cognition tends to draw inferences from meticulous analyses of response 
latency patterns measured down to the milliseconds and error rates in sterile2 numeri-
cal tasks such as binary magnitude judgments and parity judgments. For example, in a 
typical magnitude judgment task, several numbers are fl ashed on a computer screen in a 
random order, and participants have to quickly indicate whether the stimuli are higher 
or lower than another number, the comparison standard. In a parity judgment task, 
instead of making magnitude judgments, participants have to indicate whether the stimuli 
are odd or even. Using such tasks, numerical cognition researchers study how various 
factors such as magnitude, distance from a comparison standard, and response codes 
affect participants’ response time and error rates. Several robust and reliable effects have 
emerged from this stream of research: the distance effect (Moyer and Landauer, 1967), 
the problem size effect (Ashcraft, 1995), the size congruity effect (Henik and Tzelgov, 

1 See Markman (1999) for a discussion on the distinction between symbolic and analog repre-
sentations of knowledge, and the implications of this distinction for the processes that operate on 
these representations.

2 We describe them as sterile because it could be argued that many of these tasks are not pre-
sented in a practical context and are not representative of everyday judgments.
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1982), and the spatial–numerical association effect (also referred to as SNARC; Dehaene 
et al., 1993), etc. Offering a parsimonious and coherent account for all these effects using 
the same framework has proved to be a challenge. Competing theoretical models of rep-
resentations and processing of numerical information continue to strive towards this goal 
(Dehaene, 1992; McCloskey and Macaruso, 1995).

In contrast, the JDM research tends to be concerned with methods for discerning the 
nature of everyday judgments and deviations from normative behavior. The JDM lit-
erature offers a richer characterization of the cognitive rules that people use in everyday 
judgments. Research of this nature draws on economics in addition to social and cogni-
tive psychology. Thus the integration of the numerical cognition and the JDM streams 
of literature, we believe, is not only useful but also necessary for the understanding of the 
price cognition process.

Second, the heuristics in the numerical cognition approach could serve as a unifying 
framework for the behavioral pricing literature. To illustrate with an example, research 
has shown that people’s judgments of the magnitude of price differences are anchored 
on the left-most digits of the prices (Thomas and Morwitz, 2005). People incorrectly 
judge the difference between 6.00 and 4.95 to be larger than that between 6.05 and 5.00 
due to the left-digit anchoring effect. In seemingly unrelated research, it has been shown 
that incidental prices can affect buyers’ valuation of goods and their willingness to 
pay. Specifi cally, Nunes and Boatwright (2004) found that the price of a sweatshirt on 
display at an adjacent seller can infl uence a shopper’s willingness to pay for a music CD. 
Conceptualizing both these effects as manifestations of a common anchoring heuristic 
could facilitate the development of some generalizable principles of price cognition.

A caveat is due here. As some readers might have discerned by now, this chapter 
does not purport to be a comprehensive review of the behavioral pricing literature. Our 
primary objective is to explore whether focusing on the heuristics used in numerical 
cognition will bring forth some generalizable principles of price cognition. Further, we 
hope that this endeavor will contribute to the debate on awareness and intentionality (of 
biases) in price cognition. In the course of doing this, a review of the numerical cogni-
tion literature is necessitated because it provides us with the language (i.e. a typology of 
pro cesses and representations) to delineate the mechanisms underlying these heuristics. 
Given this objective, this review will discuss only a few selected research studies in the 
behavioral pricing area that illustrate the use of anchoring, availability and repre-
sentativeness in price magnitude judgments and judgments of the magnitude of a price 
difference. Readers interested in a more comprehensive review of the behavioral pricing 
literature are referred to Monroe and Lee (1999) for a numerical cognition perspective, 
Monroe (2003) and Raghubir (2006) for information-processing perspectives, and Winer 
(2006) for a managerial perspective on behavioral pricing.

Numerical cognition and pricing
An important question that has emerged as a dominant theme in the JDM literature, and 
of particular relevance to the issue of awareness and intentionality of biases, is whether 
heuristics are based on quick and associative processes (i.e. system 1) or slow and rule-
based processes (i.e. system 2). As discussed by Kahneman and Frederick (2002), the 
infl uence of system 1 on judgments is believed to be less deliberate and more automatic 
than that of system 2. Characterizing the numerical cognition process as an interaction 
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of slow and rule-based, and fast and associative processes will be helpful in delineating 
the volitional and unintended elements of the heuristics used in numerical cognition. 
However, the meaning of ‘quick and associative’ in the context of numerical cognition is 
not clear. How can some numerical computations be faster and easier than others? Why 
are people unable to verbalize some aspects of numerical cognition processes? To under-
stand more about associative processes in numerical cognition, we focus on two impor-
tant fi ndings in the numerical cognition literature in this review: (i) cognitive arithmetic 
is not always based on online computations; instead it involves associative knowledge 
structures stored in memory; and (ii) numbers can also be represented as analog magni-
tudes and processed non-verbally, in much the same manner as other analog stimuli such 
as light and sound are represented and processed.

Evidence for associative processes in cognitive arithmetic
The area of cognitive psychology that examines the mental representation and the cogni-
tive processes that underlie responses to a math task is referred to as cognitive arithmetic. 
Although researchers in this area have traditionally focused on the study of addition 
and multiplication, we believe that in the context of price cognition, since consumers 
often consider differences in prices of comparable products, subtraction is perhaps the 
most ubiquitous arithmetic operation. Some of the fi ndings reviewed below were initially 
studied in the context of addition and multiplication; however, subsequent research has 
revealed that they are relevant to subtraction (Zbrodoff and Logan, 2005).

Ashcraft (1995) describes several pieces of evidence to suggest that responses to arith-
metic problems are based not only on online computations but also on retrieval from asso-
ciative knowledge structures. First, it has been shown that some problems can be solved 
faster than others. Problems that entail smaller numbers (e.g. 2 1 3) are solved faster than 
problems that entail larger numbers (e.g. 7 1 9); problems that include the number 5 are 
solved faster than problems that do not; and problems with identical operands (e.g. 8 3 
8) are solved faster than other problems (e.g. 8 3 7). These patterns of response times 
for mental computations are comparable to the word frequency effects in language; they 
refl ect the frequency with which arithmetic facts are acquired and practiced. Second, as 
in word recognition, repetition affects arithmetic fact retrieval: it is easier to respond to 
7 1 9 5 16 when it is presented the second time. Third, there is evidence for unintended 
interference in mental calculations by automatic activation of irrelevant arithmetic facts. 
For example, in a verifi cation task, participants are less likely to respond ‘false’ to prob-
lems such as 3 1 4 5 12 and 3 3 4 5 7 because the incorrect solutions to these problems 
are correct solutions to similar problems stored in the memory. This and other evidence 
reviewed by Ashcraft (1995) lead to an important conclusion about mental arithmetic: 
solutions to arithmetic problems are not always computed online; instead, mental arith-
metic is based on associative knowledge structures in the memory.

The representation of arithmetic facts as associative knowledge structures has implica-
tions for price cognition processes. The spontaneous activation of arithmetic facts could 
infl uence consumers’ judgments. For example, while computing the difference between 
$4.00 and $2.99, the left-digit difference (4 – 2 5 2) might spontaneously ‘pop up’ in the 
consumer’s mind and might serve as an unintended anchor in numerical judgments. Such 
left-digit anchoring could cause consumers to incorrectly judge the difference between 
$4.00 and $2.99 to be larger than that between $4.01 and $3.00. Further, the spontaneous 
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activation of arithmetic facts makes some mental problems easier than others. For 
example, consumers will be able to assess the price difference between $500 and $400 
much faster than that between $497 and $394. As we discuss later in this chapter, this ease 
by itself could infl uence consumers’ price magnitude judgments.

Evidence for non-verbal processing of numbers
The arithmetic tasks discussed in the preceding section assume symbolic representations 
of numbers; the strings of digits in a multi-digit number are assumed to be represented 
in the working/long-term memory, preserving the syntactic structure of tens and units. 
However, magnitude judgments might not always entail such symbolic representations; 
instead they are assumed to entail analog representations. Analog representations refer 
to non-symbolic magnitude representations of the numbers on a subjective ‘small–large’ 
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Note: Price cognition is postulated to entail symbolic and analog representations. The arithmetic processes 
that operate on symbolic representations could be deliberative and rule-based or instinctive and associative. 
The non-verbal processes that operate on analog representations are likely to be instinctive and associative.

Figure 7.1 Putative processes in price cognition
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mental number line (see Figure 7.1). In this section, we discuss the relevance of analog 
representations for price cognition.

When asked why she did not buy her usual brand of laundry detergent this week, a con-
sumer might respond that her decision was based on the size of the difference between this 
week’s price and the previous week’s price. Such a response might mislead an observer 
to conclude that the numerical cognition process that led to this response might have 
entailed a symbolic comparison of two weekly prices: this week’s price $4.49 minus the 
previous week’s price $3.99 5 50 cents. While such a response could indeed be based on 
mental subtraction of symbolic representations, it is also possible that the response might 
have been based on the analog representations, in much the same way as she would judge 
the difference in hues of a light and a dark color, or the difference in the luminosity of 
a 30 watt bulb and a 60 watt bulb. Analog representations refer to semantic magnitude 
representations of the numbers on a subjective mental scale. Such analog representations 
are assumed to be similar to the representations of psychophysical stimuli such as light, 
sound, size etc. Dehaene (1992, p. 20) suggests that many of our daily numerical cogni-
tion tasks are based on analog judgments: ‘tasks such as measurement, comparison of 
prices, or approximate calculations, solicit an approximate mode in which we access and 
manipulate a mental model of approximate quantities similar to a mental number line’.

Several pieces of evidence support the notion that numerical cognition entails analog 
representations. The most frequently cited evidence for the use of analog representations 
is the distance effect. In a typical distance effect experiment (e.g. Moyer and Landauer, 
1967), pairs of digits such as 7 and 9 are fl ashed on the screen, and participants are asked 
to identify the higher digit by pressing one of two keys. The main fi nding from this experi-
ment is that when the two digits stand for very different analog quantities such as 2 and 9, 
subjects respond quickly and accurately. But their response time slows down by more than 
100 milliseconds when the two digits are numerically closer, such as 7 and 9. The distance 
effect has been interpreted by many cognitive psychologists as evidence for the proposi-
tion that magnitude judgments entail an internal analog scale. Dehaene suggests (p. 74):

the brain does not stop at recognizing digit shapes. It rapidly recognizes that at the level of 
their quantitative meaning, digit 4 is indeed closer to 5 than 1 is. An analogical representa-
tion of the quantitative properties of Arabic numerals, which preserve the proximity relations 
between them, is hidden somewhere in the cerebral sulci and gyri. Whenever we see a digit, its 
quantitative representation is immediately retrieved and leads to greater confusion over nearby 
numbers.

The distance effect manifests even when the comparison standard is not shown on the 
screen. For example, Dehaene et al. (1990) fl ashed randomly selected numbers between 
31 and 99 on the screen, one at a time, and asked participants to judge whether the 
shown number was lower or higher than 65. That the distance effect has been shown to 
occur with all sorts of psychophysical stimuli such as light, sound, size etc. suggests that 
numbers also can be processed as psychophysical stimuli.

Additional support for the existence of analog representations of numbers comes from 
the fact that numerical cognition is non-verbal: it does not require linguistic capabilities. 
Infants and animals can also comprehend magnitude information. Based on the differ-
ences in the time that infants take to look at displays with different numbers of dots, 
Starkey and Cooper (1980) suggest that four- to seven-month-old infants can discriminate 
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between quantities of two and three. Similar results were presented by Lipton and Spelke 
(2003). Gallistel and Gelman (2005) found that the distance effect manifests in animals. 
This observation, once again, implies that linguistic ability is not necessary for represent-
ing the magnitude information. Based on such fi ndings, Gallistel and Gelman (2005, p. 
559) suggest that the human ability to think mathematically might draw on a primitive, 
non-verbal system: ‘the verbal expression of number and of arithmetic thinking is based 
on a non-verbal system for estimating and reasoning about discrete and continuous 
quantity, which we share with many non-verbal animals’.

Researchers have also found evidence for the association of spatial orientation and 
numerical information. Several studies have shown that people’s spatial orientation 
affects their ability to make magnitude judgments, a result known as the SNARC (spatial–
numerical association of response codes) effect. Dehaene et al. (1993) showed participants 
in their experiment numbers between 0 and 9, one at a time, on a computer screen and 
asked them to judge whether the shown number is odd or even (i.e. parity). The assignment 
of the ‘odd’ and ‘even’ responses to response keys was varied within subjects such that for 
each number, participants responded using the left key in one half of the experiment and 
the right key in the other half. Results showed that, regardless of the parity, larger numbers 
yielded faster responses with the right hand than with the left, and the reverse was true for 
smaller numbers. The large–right and small–left associations are consistent with the notion 
that numbers are represented non-verbally. These spatial magnitude associations suggest 
that numbers activate semantic magnitude representations on a horizontal number line that 
extends from left to right, with smaller numbers on its left and larger numbers on its right.

The representation of numbers as analog representations raises new challenges as well 
as opportunities for theories of price cognition. An inevitable question that surfaces 
from this discussion is: when are prices likely to be represented and processed as analog 
representations or as symbolic representations? There is some evidence to suggest that 
price magnitude judgments are infl uenced by both analog and symbolic representations. 
Left-digit anchoring could be considered a signature of symbolic processing. If consum-
ers were to ignore the numerical symbols and focus only on the underlying magnitudes, 
then they should perceive the difference between $4.00 and $2.99 to be the same as that 
between $4.01 and $3.00. The abundant evidence for left-digit anchoring (Schindler and 
Kirby, 1997; Stiving and Winer, 1997; Thomas and Morwitz, 2005) suggests that price 
cognition does entail symbolic processing. However, some studies have also found evi-
dence for the distance effect in price magnitude judgments (Thomas and Morwitz, 2005, 
experiment 3; but see Viswanathan and Narayan, 1994), which is a signature of analog 
processing. Further, Thomas and Menon (2007) found that phenomenological experi-
ences can affect consumers’ price magnitude judgments even when the articulated price 
expectation remains unchanged. They interpreted this evidence as suggesting that while 
price magnitude judgments entail analog representations of reference prices, articulated 
price expectations draw on symbolic representations of prices in memory. Such a distinc-
tion between analog and symbolic representations of prices offers a promising framework 
to address a long-standing conundrum in the pricing literature: consumers are not very 
good at recalling the past prices of products (Dickson and Sawyer, 1990; Gabor, 1988; 
Urbany and Dickson, 1991), yet their brand choices are very sensitive to small changes in 
prices relative to past prices (Kalyanaram and Winer, 1995; Winer, 1988; also see Monroe 
and Lee, 1999). Exploring the dissociation between analog and symbolic representations 
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of price knowledge, understanding when one representation is likely to be more infl u-
ential than the other, and examining how these two distinct types of price knowledge 
interact with each other could be promising avenues for future research.

A putative model of price cognition
The literature reviewed in the preceding paragraphs suggests that price magnitude judg-
ments might be based on symbolic representations, analog representations, or on a 
combination of the two (see Figure 7.1). The processes that operate on these representa-
tions can be grouped into two distinct families: they can either be deliberative and rule-
based or instinctive and associative. The non-verbal processes that operate on analog 
representations are likely to be instinctive and associative. For example, although we 
can easily identify the more luminous bulb when presented with two lighted bulbs of 
differing luminosities, it is difficult to explain how we made the judgment. In a similar 
vein, when people judge the magnitudes of two numbers using analog representations, 
they are likely to be aware of the fi nal judgment without knowing how they arrived at 
it. However, the arithmetic processes that operate on symbolic representations could 
either be deliberative and rule-based or instinctive and associative. Specifi cally, they are 
likely to be deliberative and rule-based when people have to do online computations to 
respond to an arithmetic problem, but they are likely to be instinctive and associative 
when the response can be retrieved from associative knowledge structures in the long-
term memory. People might have introspective access to the deliberative and rule-based 
cognitive processes, and therefore might be able to report the cognitive strategies used 
in such processes.

Figure 7.1 adapts Dehaene’s (1992; also discussed in McCloskey and Macaruso, 
1995) framework of numerical comparison to represent the putative processes in price 
magnitude judgments. These processes are best illustrated by an example. Consider 
a consumer who is evaluating a stimulus price, $2.99. Numerical judgments usually 
involve comparisons with a reference point (Thomas and Menon, 2007; Winer, 1988). 
The broken line connecting the reference price to its internal representation indicates 
that it could either be retrieved from memory (an internal reference price), or it could be 
the most relevant comparison standard at the point of sale (an external reference price). 
During the encoding stage, the numerical symbols are transcoded to an analog repre-
sentation in consumers’ working memory. As discussed in the preceding paragraphs, the 
three digits in the numerical stimulus (2, 9 and 9) could be represented holistically as a 
discriminal dispersion on the psychological continuum used to represent magnitudes (see 
Figure 7.1). Also activated on the mental number line is the analog representation of the 
comparison standard associated with the stimulus product. The fi nal response toward 
the stimulus price could be based on arithmetic operations on the symbolic representa-
tions, non-verbal comparisons of analog representations, or on a combination of these 
processes.

Heuristics in price cognition
Having characterized the representations and processes that underlie the price cogni-
tion process, we now review some of the heuristics used in price magnitude judgments 
and judgments of the magnitudes of price differences. Specifi cally, we focus on three 
heuristics: anchoring, representativeness and availability.
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Anchoring in price cognition
The anchoring effect, which was fi rst demonstrated in the context of numeric estimates, 
refers to the infl uence of uninformative or irrelevant numbers in numerical cognition. In 
their classic study, Tversky and Kahneman (1974) asked participants to estimate the per-
centage of African nations in the UN. Before they indicated their response, participants 
were fi rst asked to indicate whether their estimate was higher or lower than a random 
number between 0 percent and 100 percent generated by spinning a wheel of fortune. These 
arbitrary numbers had a signifi cant effect on participants’ estimates. For example, partici-
pants who were fi rst asked ‘Was it more or less than 45 percent?’ guessed lower values than 
those who had been asked if it was more or less than 65 percent. Since the publication of 
these results, several studies have documented the effect of anchoring in the context of price 
cognition (Adaval and Monroe, 2002; Bolton et al., 2003; Morwitz et al., 1998; Chapman 
and Johnson, 1999; Mussweiler and Englich, 2003; Northcraft and Neale, 1987; Raghubir 
and Srivastava, 2002; Schkade and Johnson, 1989; Thomas and Morwitz, 2005).

Mussweiler and Englich (2003) found that anchoring effects are more likely when 
people use an unfamiliar currency than a familiar currency. The introduction of the euro 
as a new currency in Germany offered them a natural setting to test the moderating role 
of currency familiarity in anchoring effects. Participants in their experiment were asked to 
estimate the price of a mid-sized car, immediately before and about half a year after the 
introduction of the euro. The researchers found that immediately before the introduction 
of the euro, the anchoring bias was more likely to manifest when German participants 
made price estimates in euros than in German marks. However, six months after the intro-
duction of the euro, this pattern was completed reversed: euro estimates were less biased 
than mark estimates. Similar results were reported by Raghubir and Srivastava (2002). 
In a series of experimental studies, they found that people’s valuation of a product in an 
unfamiliar foreign currency is anchored on its face value, with inadequate adjustment 
for the exchange rate. As a consequence, an American consumer is likely to underspend 
in Malaysia (because 1 US dollar 5 4 Malaysian ringgits) and overspend in Bahrain 
(because 1 US dollar 5 0.4 Bahraini dinar). As in Mussweiler and Englich’s research, 
familiarity with the foreign currency was found to be a moderator of the face value 
anchoring effect. Morwitz et al. (1998) demonstrated anchoring effects in the context of 
partitioned prices. They found that charging the shipping and handling fee as a separate 
component from the catalog price reduced recall of total cost because of the propensity to 
anchor on the base price. In another experiment, Morwitz et al. (1998) found that auction 
bidders agreed to pay more in total cost in an auction when a 15 percent buyer’s premium 
was charged separately than in one in which there was no buyer’s premium. The anchor-
ing effect observed in partitioned pricing has subsequently been replicated and extended 
in several studies (e.g. Bertini and Wathieu, 2008; Chakravarti et al., 2002).

Although these studies demonstrate the pervasiveness of the anchoring heuristic in 
price cognition, it is not clear whether the observed anchoring effects are the results of 
volitional cognitive strategies, or a consequence of the associative and non-verbal pro-
cesses in price cognition. Some studies have explicitly addressed the issue of awareness 
and intentionality in anchoring.

Unaware anchoring Northcraft and Neale (1987) examined the effect of the anchor-
ing heuristic in price estimates in an information-rich, real-world setting. They asked 
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students and real-estate agents to tour a house and appraise it. Their results revealed 
that not only the students’ but also the real-estate agents’ price estimates were anchored 
on the list price of the house. It could be argued that the use of an anchoring strategy in 
this example is not completely unwarranted. Since list prices are usually correlated with 
the real-estate value, participants in this experiment might have considered list price as 
relevant information. However, analysis of the decision processes based on participants’ 
verbal protocols revealed that the real-estate agents seemed to be unaware of the anchor-
ing effect of the list price: a majority of them fl atly denied that they considered the list 
price while appraising the property.

Unintentional anchoring The proposition that anchoring might be occurring uninten-
tionally is supported by the fi nding that completely irrelevant anchors can also affect 
people’s price estimates and magnitude judgments. Nunes and Boatwright (2004) suggest 
that incidental prices (i.e. prices advertised, offered or paid for unrelated goods that 
neither sellers nor buyers regard as relevant to the price of an item that they are engaged 
in buying) can affect buyers’ valuation of goods and their willingness to pay. They fi nd 
that the price of a sweatshirt on display at an adjacent seller can infl uence a shopper’s 
willingness to pay for a music CD. Adaval and Monroe (2002) show that even sublimi-
nally primed numbers can affect consumers’ price magnitude judgments. The researchers 
demonstrate that exposing subjects to high numbers below the consumer’s threshold of 
perception can make the price of a product seen later seem less expensive. This effect 
manifests even when the subliminal information is completely irrelevant (e.g. weight in 
grams) to the price judgment task. Their results suggest that numerical information is 
translated into a magnitude representation regardless of the associated attribute dimen-
sion (e.g. grams or dollars).

Another example of unintentional anchoring in price cognition is the left-digit effect 
in judgments of the magnitude of price differences. Research has revealed that the pro-
pensity to read from left to right leads to anchoring in judgments of the magnitude of the 
numerical difference. Thomas and Morwitz (2005) demonstrated that using a 9-ending 
price can affect judgments of the magnitude of the difference between two prices when 
the use of such an ending leads to a change in the left-most digit (e.g. $3.00 versus $2.99), 
but has no effect on the perceived magnitude when the left-most digit remains unchanged 
(e.g. $3.50 versus $3.49). More recently, these researchers found that participants in an 
experiment judged the numerical difference to be larger when the left-digit difference is 
larger (e.g. 6.00 minus 4.95) than when the left-digit difference is smaller (e.g. 6.05 minus 
5.00), even though the holistic differences are identical across the pairs. Evidence for the 
left-digit effect has also come from analyses of scanner panel data (Stiving and Winer, 
1997) and a survey of retailers’ pricing practices (Schindler and Kirby, 1997).

Cognitive miserliness or numeric priming? Economists and like-minded marketing 
researchers have suggested that such left-digit anchoring in judgments is on account of 
volitional cognitive miserliness. This stream of literature suggests that the left-digit effect 
occurs because consumers volitionally ignore the right digits. Characterizing a model of 
rational consumer behavior, Basu (2006, p. 125) suggested that consumers do not ignore 
the right digits ‘refl exively or out of irrationality, but only when they expect the time cost 
of acquiring full cognizance of the exact price to exceed the expected loss caused by the 
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slightly erroneous amount that is likely to be purchased or the slightly higher price that 
may be paid by virtue of ignoring the information concerning the last digits of prices’. In 
a similar vein, Stiving and Winer (1997, p. 65) suggest that consumers ignore the pennies 
digits in a price because they might be ‘trading off the low likelihood of making a mistake 
against the cost of mentally processing the pennies digits’.

However, the price cognition model described earlier in this review suggests that the 
left-digit effect can manifest even when consumers diligently compute holistic numerical 
differences. Mental subtraction of multi-digit numbers proceeds from left to right, and 
entails several intermediate steps. One such step is the retrieval/computation of the differ-
ence between left-most digits as an initial anchor. For example, when a consumer tries to 
compute the holistic difference between $6.00 and $4.95, the difference between the left-
most digits 6 and 4 might ‘pop up’ in her mind. Thus the left-digit difference is activated 
in the consumer’s working memory as an intermediate step. Even when the consumer cor-
rects this intermediate output for the right digits, the activation of this left-digit difference 
in working memory can unobtrusively prime the consumer’s judgments. Thus the subjec-
tive numerical judgment is affected not only by the fi nal corrected output (i.e. 1.05) but is 
also contaminated by the initial anchor (i.e. 2) generated during the mental subtraction 
process. This example illustrates the divergence in the predictions from the traditional 
economic models based on assumptions of deliberative and controlled thinking, and the 
price cognition model characterized by associative and non-verbal processes.

In conclusion, the evidence reviewed in this section supports the proposition that con-
sumers’ responses to prices are often infl uenced by irrelevant anchors. Further, in many 
instances, this infl uence seems to be occurring unintentionally and without consumers’ 
awareness.

Representativeness heuristic in price cognition
According to Gilovich and Savitsky (2002, p. 618), the representativeness heuristic refers 
to the ‘refl exive tendency to assess the fi t or similarity of objects and events along salient 
dimensions and to organize them on the basis of one overarching rule: Like goes with 
like.’ The classic engineer–lawyer study, discussed by Tversky and Kahneman (1974), 
offers an excellent illustration of the use of representativeness heuristic in everyday judg-
ments. Participants in their experiment were provided with the non-diagnostic descrip-
tions of several individuals, such as:

Dick is a 30 year old man. He is married with no children. A man of high ability and high moti-
vation, he promises to be quite successful in his fi eld. He is well liked by his colleagues.

Further, the participants were informed that the described individuals were sampled at 
random from a group of 100 professionals – engineers and lawyers. Half the participants 
were told that this group consisted of 70 engineers and 30 lawyers, while the other half 
were told that the group comprised 30 engineers and 70 lawyers. Tversky and Kahneman 
(1974) found, as they predicted, that the base rate manipulation had little effect on par-
ticipants’ judgment of the probability of Dick being an engineer. The results suggest that 
participants in the experiment might have judged the probability based on the degree to 
which the description was representative of the two stereotypes, without considering the 
base rates for the two categories.
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Although in this experiment participants relied only on the representativeness heuristic 
and ignored rule-based reasoning, as Kahneman and Frederick (2002) suggest, this may 
not always be the case. In many instances, rule-based reasoning and heuristic thinking 
can co-occur.3 In our view, it is almost impossible to ignore rule-based thinking while 
evaluating numeric information such as price. The effects of representativeness-based 
thinking are likely to surreptitiously infl uence judgments as consumers engage in system-
atic rule-based evaluation of prices, so their fi nal magnitude judgments are likely to be 
conjointly infl uenced by rule-based and representativeness-based thinking.

Representativeness of font size Although the use of the representativeness heuristic has 
not been specifi cally implicated in price cognition, some published results could be reinter-
preted as evidence for the use of representativeness. In our view, the size congruity effect 
reported by Coulter and Coulter (2005) is a good example of the infl uence of the repre-
sentativeness heuristic in price cognition. Coulter and Coulter’s (2005) results indicate that 
price magnitude judgments are not only infl uenced by the magnitude of the price but also 
by the physical size of the symbolic representation. The researchers predicted that consum-
ers are likely to perceive an offered price to be lower when the price is represented in smaller 
than in larger font. To test this hypothesis, they presented participants with an advertise-
ment for a fi ctitious brand of an in-line skate sold on sale; in addition to the usual product 
details, the advertisement also displayed the regular ($239.99) and the sale prices ($199.99) 
for the product. For half the participants, the font used for the sale price was smaller than 
that used for the regular price ($239.99 versus $199.99). For the other half, the font used for 
the sale price was larger ($239.99 versus $199.99). The results revealed that participants’ 
evaluations of the sale price magnitude and their purchase intentions were infl uenced by 
this font manipulation. Participants judged the sale price magnitude to be lower when 
the font size for the sale price was smaller. Interestingly, participants’ self-reports of their 
decision-making processes revealed that the effect occurred nonconsciously: they could 
not recall details of the font size manipulation, and a majority reported that font size did 
not infl uence their judgments at all. These results suggest that participants might have 
nonconsciously inferred smaller font size to be representative of lower price magnitudes.

Representativeness of digit patterns Consumers might also rely on representativeness of 
digit patterns to make magnitude judgments. Thomas et al. (2007) examine whether pre-
cision or roundedness of prices affects consumers’ magnitude judgments. They found that 
consumers incorrectly perceive precise prices ($395 425) to be lower than round prices 
(e.g. $395 000) of similar magnitude. Previous research on the distribution of numbers 
has shown that all numbers do not occur with uniform frequency in printed or spoken 
communication. Dehaene and Mehler (1992) analyzed the frequency of number words 
in word frequency tables for English, Catalan, Dutch, French, Japanese, Kannada and 
Spanish languages. They found an overrepresentation of small, precise numbers (e.g. 1, 
2, 3, . . ., 8 and 9) and large numbers rounded to the nearest multiple of 10 (e.g. 10, 20, 
. . ., 100, 110). Stated differently, precise large numbers (e.g. 101, 102, 103, . . .,1011, 1121) 

3 See Gilbert (1999) for a discussion on consolidative and competitive models of dual process 
systems.
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are used relatively infrequently in our daily communication. This fi nding was replicated 
in studies on the patterns of number usage in the World Wide Web and in newspapers. 
Given this evidence of greater prevalence of precision in smaller numbers and rounded-
ness in larger numbers, Thomas et al. (2007) hypothesized that the representativeness of 
digit patterns might infl uence judgments of magnitude. Specifi cally, drawing on previous 
research on the distribution of numbers and on the role of representativeness in every-
day judgments, they suggest that people nonconsciously learn to associate precise prices 
with smaller magnitudes. They tested this hypothesized precision heuristic in a labora-
tory experiment. Participants in their experiment were asked to evaluate 12 different list 
prices of a house listed for sale in a neighboring city. Six of these prices were precise and 
the other six round. Participants were randomly assigned to two groups and each group 
evaluated six of the 12 prices, one at a time, in a random order on computer screens. 
Specifi cally, one of the groups evaluated the prices $390 000, $395 000, $400 000, $501 
298, $505 425 and $511 534, while the other group evaluated $391 534, $395 425, $401 
298, $500 000, $505 000 and $510 000. Consistent with their prediction, the researchers 
found that participants, systematically but incorrectly, judged the magnitudes of the 
precise prices to be signifi cantly smaller than the round prices. This result suggests that 
magnitude judgments are infl uenced by the representativeness of digit patterns: precise 
digit patterns are considered to be representative of smaller magnitudes.

In conclusion, the evidence reviewed in this section suggests that price magnitude judg-
ments can be infl uenced by representativeness-based thinking. The research we reviewed 
suggests a refl exive tendency in consumers to assess the magnitude of a price based on 
irrelevant factors such as font size and digit patterns. Given the obvious irrelevance of 
these factors, it is unlikely that consumers might be relying on these factors intentionally. 
It seems reasonable to assume that representativeness-based thinking might be infl uen-
cing price magnitude judgments unintentionally and without consumers’ awareness.

Availability heuristic in price cognition
People rely on the ease or the fl uency with which information is processed to make judg-
ments, a decision rule referred to as the availability heuristic. To demonstrate the role of 
the availability heuristic in judgments, Tversky and Kahneman (1974) asked participants 
whether it is more likely that a word begins with r or that r is the third letter in a word. 
Because words that begin with r come to mind faster than words with r as the third letter, 
participants overestimated the number of words that begin with r, and underestimated 
the words that have r as the third letter. Note that this effect in judgments could have 
occurred through two distinct mechanisms: (i) participants might have experienced a 
feeling of ease while retrieving words that begins with r, and might have made inferences 
based on this experiential information; or (ii) they might have been able to recall more 
words that start with r. In the former case, the judgment would be based on experien-
tial information, while in the latter case it would be based on declarative information. 
Subsequent research (see Schwarz et al., 1991) revealed that experiential information by 
itself can infl uence judgments: the perceived ease or difficulty of information-processing 
infl uences judgments even when the declarative information is inconsistent with the 
experiential information.

Meanwhile, independent of this stream of research in judgment and decision-making, 
social and cognitive psychologists have discovered that fl uency or ease of processing has 
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remarkable effects on preferences (Zajonc, 1980) and implicit memory (Jacoby et al., 
1989). More recent research has identifi ed that different types of fl uency – conceptual and 
perceptual – have distinct effects on judgments (Whittlesea, 1993). These fi ndings have 
had a substantive impact on research on consumer behavior: researchers have demon-
strated that information processing fl uency can infl uence judgments on a range of evalu-
ative dimensions. However, although researchers examining consumer behavior have 
found that processing fl uency can affect evaluations of products (e.g. Janiszewski, 1993; 
Lee and Labroo, 2004; Menon and Raghubir, 2003), it could be argued that not much 
work has been done to explore the consequences of processing fl uency in the domain 
of pricing. In this review, we discuss some fl uency effects that could be relevant to the 
understanding of price cognition process. Specifi cally, we discuss the effects of fl uency on 
willingness to pay (Alter and Oppenheimer, 2006; Mishra et al., 2006) and on judgments 
of the magnitude of numerical differences (Thomas and Morwitz, forthcoming).

Fluency and willingness to pay Alter and Oppenheimer (2006) suggest that information-
processing fl uency can affect the price that investors and traders are willing to pay for 
shares listed on the stock market. They found empirical support for their suggestion in 
laboratory studies as well in real-world stock market data. In a laboratory experiment, 
they asked one group of participants to rate a list of fabricated stocks on the ease of pro-
nunciation, as a proxy for fl uency. A second group of participants estimated the future 
performance of the fabricated stocks. As predicted, participants expected more fl uently 
named stocks to outperform the less fl uently named stocks. For example, participants 
predicted that shares of the fi rm named Yoalumnix (a less fl uent name) will depreciate by 
11 percent while the shares of Barnings (a fl uent name) will appreciate by 12 percent. In 
a subsequent study, the researchers found similar effects in real-world stock market data: 
actual performance of shares with easily pronounceable ticker codes were better than 
those of shares with unpronounceable ticker codes in the short run.

Mishra et al. (2006) suggest that fl uency can also infl uence people’s preference for 
certain denominations of money. Their fi ndings suggest that consumers fi nd processing 
money in smaller denominations (e.g. fi ve $20 bills) less fl uent that processing money in 
larger denominations (e.g. one $100 bill). The hedonic marking created by such fl uency 
experiences results in a lower inclination to spend money when it is in larger denomina-
tions. Together, these studies suggest that fl uency experiences can, in a variety of ways, 
affect buyers’ valuations and willingness to pay for goods.

The ease of computation effect Thomas and Morwitz (forthcoming) suggest that the 
feelings of ease or difficulty induced by the complexity of arithmetic computations sys-
tematically affect people’s judgments of numerical differences. Usually, the closer the 
representations of two stimuli on the internal analog scale, the greater the processing 
difficulty. It is easier to discriminate between two bulbs of 30 and 120 watts of power than 
to discriminate between bulbs of 70 and 80 watts of power. Likewise, it is more difficult 
to discriminate between two weights or two sound pitches that are similar to each other 
than two that are relatively far apart. However, overuse of this ease of processing heu-
ristic can lead to biases in judgments of numerical differences. When presented with two 
pairs of prices with similar magnitudes of arithmetic difference, participants in Thomas 
and Morwitz’s experiments incorrectly judged the difference to be smaller for pairs with 
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difficult computations (e.g. 4.97–3.96; arithmetic difference 1.01) than for pairs with easy 
computations (e.g. 5.00–4.00; arithmetic difference 1.00). They show that this ease of 
computation effect can infl uence judgments of price differences in several contexts. Ease 
of computation can infl uence the perceived price difference between competing products, 
and can also affect the perceived magnitude of a discount (i.e. the difference between 
regular and sale prices). Interestingly, they observed that the ease of computation effect is 
mitigated when participants are made aware that their experiences of ease or difficulty are 
caused by computational complexity. This fi nding suggests that the ease of computation 
effect is unlikely to be due to hedonic marking, and might be due to the nonconscious 
misattribution of metacognitive experiences.

In conclusion, the evidence we have reviewed suggests that consumers’ willingness to 
pay and judgments of price differences could be infl uenced by the ease of information-
processing. Ease of information-processing can be infl uenced by several incidental factors 
such as how easy or difficult it is to pronounce the name of the product, or whether 
money is held in small or large denominations. The ease of computation effect in judg-
ments of numerical differences reveals that the fl uency of information-processing not only 
infl uenced affective responses to stimuli, but also infl uenced cognitive judgments. The 
empirical regularities we have reviewed are quite counterintuitive. Clearly, no buyer will 
knowingly invest in a company on the basis of the fl uency of its name, or be less willing to 
spend because of the denominations of wealth. Similarly, people will not knowingly judge 
that the difference between 4.97 and 3.96 is smaller than that between 5.00 and 4.00. The 
glaring normative inappropriateness of these judgments suggests that people might be 
unaware of these fl uency effects in their price cognition, and therefore these effects might 
be occurring unintentionally.

Conclusion
Our objective in this chapter was to examine the psychological mechanisms that under-
lie the price cognition process. We chose to organize this review around the issues of 
awareness and intentionality in price cognition. The choice of these issues as the focal 
theme should not be interpreted as suggesting that all of price cognition occurs without 
awareness or intention. Demonstrating that the price cognition process is susceptible to 
unaware and unintended infl uences is one way to persuade a circumspect reader that 
price evaluations are not always based on economically valid rule-based reasoning, as 
portrayed in several models of consumer behavior.

We reviewed two distinct sets of literature to marshal evidence for our proposition that 
price cognition might entail processes that are not available to introspective analyses. The 
numerical cognition literature suggests that mental arithmetic relies not only on online 
computations, but also on activation of patterns of associations stored in the memory. 
Further, this literature also offers evidence for the existence of a non-verbal numerical 
cognition system: we can make numerical judgments based on analog representations in 
much the same way that we judge psychophysical stimuli such as light and sound. Then, 
drawing on the judgment and decision-making literature, we characterized the heuristics 
that people use to make price estimates, price magnitude judgments, and judgments of 
the magnitude of price differences. We showed that people rely on anchoring, availability 
and representativeness in price cognition, much as they do for other everyday judgments. 
Relying on the anchoring heuristic makes people incorrectly judge the difference between 
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6.01 and 5.00 to be smaller than that between 6.00 and 4.99; relying on the representative-
ness heuristic makes people incorrectly judge $391 534 to be lower than $390 000; relying 
on the availability heuristic makes people incorrectly judge the difference between 4.97 
and 3.96 to be smaller than that between 5.00 and 4.00.

A circumspect reader could argue that the behavioral pricing effects reviewed in this 
chapter are anomalous deviations that do not represent the usual price cognition pro-
cesses. Indeed, as we suggested earlier, we do not consider rule-based reasoning and 
heuristic evaluations of prices as mutually exclusive processes; heuristic processes can co-
occur, and sometimes interact, with rule-based thinking. Further, we also acknowledge 
that rule-based reasoning could account for much of the variance in consumers’ responses 
to prices. However, we believe that delineating the representations and processes that 
underlie consumers’ responses to prices will have substantive and theoretic implications. 
First, this stream of research can lead to a sound theoretical basis for formulating a price 
digit policy. The fi ndings in this stream of research highlight that pricing decisions entail 
more than just deciding the magnitude of the optimal price; managers also have to decide 
what type of digits to use for the optimal price magnitude. For example, if consumer 
research and strategic analysis reveals that the optimal price magnitude for a product is 
$4.50, then the manager is left with the task of deciding whether the fi nal price should 
have a 9-ending (i.e. $4.49) or whether it should have precise digits (e.g. $4.53) or some 
other pattern of digits (e.g. $4.44). There is empirical evidence that such decisions can 
have a signifi cant impact on sales and profi ts (Anderson and Simester, 2003; Schindler 
and Kibarian, 1996; Stiving and Winer, 1997). Second, understanding how prices are 
represented and processed can address the conundrum of how consumers seem to ‘know’ 
the prices without being able to recall them (Dickson and Sawyer, 1990; Monroe and Lee, 
1999). Finally, this stream of research also promises to augment the pricing literature by 
providing a unifying framework to discuss the many seemingly unrelated effects reported 
in the literature.
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8  Price cues and customer price knowledge
Eric T. Anderson and Duncan I. Simester

Abstract
A price cue is defi ned as any marketing tactic used to persuade customers that prices offer good 
value compared to competitors’ prices, past prices or future prices. In this chapter, we review 
the academic literature that documents the effectiveness of different types of prices cues. The 
leading economic explanation for why price cues are effective focuses on the role of customer 
price knowledge and the ability of customers to evaluate whether prices offer good value. We 
survey the evidence supporting this theory, including a review of the literature on customer price 
knowledge. Finally, we document the boundaries of when price cues are effective and identify 
several moderating factors.

Introduction
What is a good price to pay for a 16 ounce package of baking soda? Is $2599 a good price 
for a 400 fl at-panel television? Classical economic theory assumes that customers have 
perfect information and can accurately answer such questions. Yet many customers who 
walk into Best Buy and see a 400 television priced at $2599 are unsure of both what price 
Circuit City charges, or whether Best Buy will lower the price in coming weeks. This lack 
of information provides an opportunity for retailers to infl uence consumers’ price percep-
tions through the use of ‘price cues’.

We broadly defi ne a price cue as any marketing tactic used by a fi rm to create the 
perception that its current price offers good value compared to competitors’ prices, past 
prices or future prices (Anderson and Simester, 2003b). A common example is placing 
a sign at the point of purchase claiming an item is on ‘Sale’. However, the defi nition is 
broad enough to also include more subtle techniques such as $9 price endings, price-
matching guarantees, employee discount promotions and low advertised prices.

Our review of the existing academic research on price cues will focus on seven key 
results:

1. Many customers have poor price knowledge.
2. Price cues are effective at increasing demand.
3. Price cues are more effective (and actual price changes are less effective) when cus-

tomers have poor price knowledge.
4. Price cues are most effective on newly introduced items and with newly acquired 

customers.
5. Price cues are less effective when used more often.
6. It is profi table for fi rms to place price cues on items for which prices are low.
7. Price cues may lower demand if used incorrectly

The evidence for these results is summarized in Box 8.1. Though not apparent from this 
summary, this body of research is notable for the range of product categories studied, 
extending from employee discount promotions for new automobiles to price-matching 
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BOX 8.1  KEY RESEARCH FINDINGS

1.  Many customers have poor price knowledge.
See Monroe and Lee (1999) for a review of 16 studies. Subsequent research 
includes Vanhuele and Drèze (2002).

2.  Price cues are effective at increasing demand.
‘Sale’ or ‘low price’ merchandising claims: Guadagni and Little (1983); Inman 
et al. (1990); Inman and McAlister (1993); Davis et al. (1992); Anderson and 
Simester (1998 and 2001a); Anderson et al. (2008).

Employee discount promotions: Busse et al. (2007), who study the impact of 
the 2005 employee discount promotions in the automobile industry.

Price-matching guarantees: Jain and Srivastava (2000), who present evi-
dence that price-matching claims lead to favorable price perceptions.

9-digit price endings: Schindler and Warren (1988); Schindler (1991); Salmon 
and Ortmeyer (1992); Stiving and Winer (1997); Anderson and Simester 
(2003a); and Schindler (2006).

Initial prices: Bagwell (1987) presents an equilibrium model, while Anderson 
and Simester (2004) compare the long-run impact of offering deep discounts to 
existing and newly acquired customers.

Prices of ‘signpost items’ (for which customers have good price knowledge): 
Simester (1995) presents both an equilibrium model and data from the Boston 
dry-cleaning market.

Prices of related items: Anderson and Simester (2007a and 2007b). See 
also Xia et al.’s (2004) review of the extensive literature on price fairness and 
Kalyanaram and Winer’s (1995) review of the reference price literature.

3.  Price cues are more effective and actual price changes are less effec-
tive when customers have poor price knowledge.

Anderson and Simester (1998) present a theoretical model, while Anderson et 
al. (2008) present empirical evidence from a chain of convenience stores.

4.  Price cues are most effective on newly introduced items and with 
newly acquired customers.

Anderson and Simester (2003a) show that 9-digit price endings are most effec-
tive on new items, while Anderson and Simester (2004) present evidence that 
low initial prices are most effective on new customers.

5.  Price cues are less effective when used more often.
This is a central prediction in the Anderson and Simester (1998) model, and is 
tested empirically in Anderson and Simester (2001a) using data from a variety 
of sources.
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guarantees for supermarkets. We begin our discussion by reviewing the literature on cus-
tomer price knowledge. We then discuss both the effectiveness of price cues and theories 
that explain why consumers are so responsive to them.

Price knowledge
There has been considerable research investigating customer price knowledge. Monroe 
and Lee (1999) cite over 16 previous studies, most of which focus on measuring custom-
ers’ short-term price knowledge of consumer packaged goods. In a typical study, custom-
ers are interviewed either at the point of purchase or in their home and asked to recall 
the price of a product, or alternatively, to recall the price they last paid for an item. In 
one of the earliest studies, Gabor and Granger (1961) conducted in-home interviews with 
hundreds of housewives in Nottingham, England. They found that consumers were able 
to provide price estimates for 82 percent of the products in their study. Thus, 18 percent 
of customers were not able to recall the price of an item. In addition, only 65 percent of 
customers were able to recall a price within 5 percent of the actual price. These fi ndings 
have been replicated in later studies, which generally reveal that only half of the custom-
ers asked can accurately recall prices (Allen et al., 1976; Conover, 1986; Progressive 
Grocer, 1964, 1975). In perhaps the most frequently cited study, Dickson and Sawyer 
(1990) asked supermarket shoppers to recall the price of an item shortly after they placed 
it into their shopping cart. Surprisingly, fewer than 50 percent of consumers accurately 
recalled the price. Thus, despite the immediate recency of the purchase decision, there is 
no improvement in the accuracy of the responses.

While price recall taps into consumers’ explicit memory, recent research has suggested 
that consumers may encode and store price knowledge in implicit memory. Monroe and 
Lee (1999) argue that this implies a clear distinction between what consumers remem-
ber about prices versus what they know about prices. They remark that ‘the distinction 
between remembering and knowing contrasts the capacity for conscious recollection 
about the occurrence of facts and events versus the capacity for non-conscious retrieval 
of the past event, as in priming, skill learning, habit formation, and classical condition-
ing’ (p. 214). This research suggests that price recall measures do not account for price 
information stored in consumers’ implicit memory.

6.  It is profi table for fi rms to place price cues on items for which prices 
are low.

This is also a central prediction in the Anderson and Simester (1998) model. For 
a recent empirical investigation of this issue see Anderson et al. (2008).

7.  Price cues may lower demand if used incorrectly.
Including the regular price (when customers expect a larger discount): see the 
results cited in this chapter.

When quality is uncertain: Anderson and Simester (2001b) show that install-
ment billing offers can lower demand.

When prices of related items reveal that other customers pay lower prices: 
see Anderson and Simester (2007a and 2007b) and Xia et al.’s (2004) 
review.
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Building on this research, Vanhuele and Drèze (2002) argue that customers’ long-term 
knowledge of prices is more accurately captured by measuring consumer price recogni-
tion and deal recognition. They survey 400 shoppers in a French hypermarket as they 
arrived at the store. Consistent with past research, they fi nd that consumers have very 
poor price recall as only 21 percent of customers are within 5 percent of the actual store 
price. While consumers have poor price recall, the authors also show that they have sig-
nifi cantly greater price recognition.1 This supports the belief that multiple measures may 
be required to capture all aspects of customer price knowledge.

While Vanhuele and Drèze’s (2002) work provides convincing evidence that price recall 
and price recognition are different constructs, it also leaves several unanswered questions. 
For example, we do not know the determinants of price recognition or which of these 
determinants are different from that of price recall. Moreover, the distinction between 
price recall and price recognition has received only limited attention in the price cue 
literature. As we shall discuss, the leading economic explanation for the effectiveness of 
price cues depends critically on lack of customer price knowledge. However, this theory 
does not distinguish between the inability of customers to recall prices and their inability 
to recognize them.

We now turn to the price cue literature, starting with the early work measuring whether 
price cues are effective.

Effectiveness of price cues
Academic research has now documented that price cues can have a large positive impact 
on demand. For example Inman et al. (1990) simulate a grocery shopping environment 
and fi nd that price cues signifi cantly increase demand. In one of the fi rst papers to employ 
scanner data, Guadagni and Little (1983) fi nd that the impact of a price cue (a display or 
feature) is an order of magnitude greater than price. Subsequent studies of scanner data 
have replicated this effect and fi nd large, positive effects of in-store features and displays 
on consumer choice.

One challenge to empirically estimating the effect of a price cue is that price discounts 
often vary with price cues. Field studies have been used to isolate the impact of a price 
cue from a change in price. Inman and McAlister (1993) conduct a series of price experi-
ments in a grocery store located on the campus of a major university. In nine categories 
they fi nd that price cues can increase profi ts by 10 percent relative to using only price 
discounts. Anderson and Simester (2001a) report on a number of fi eld tests conducted 
with direct mail retailers in which they vary price cues. In these experiments, consumers 
are randomly assigned to a condition and receive different versions of a retail catalog. 
The catalogs are identical except for the experimental variation in prices or price cues. 
They repeatedly fi nd large positive effects; for example, demand for a dress increased by 
58 percent when a dress includes a ‘Sale’ sign.

Perhaps surprisingly, the evidence that ‘Sale’ signs are effective extends beyond con-
sumer packaged goods to include purchases of expensive durable goods. Busse et al. 
(2007) investigate the ‘employee pricing’ promotions offered by the three major US 

1 The authors measure aided price recognition as the ability of a consumer to tell whether an 
observed price is the one ‘they have in mind’ or ‘are used to seeing’ (see Monroe et al., 1986).
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domestic automobile manufacturers during the summer of 2005. These promotions 
allowed the public to buy new cars at the same prices that employees paid, under a 
program of discounted prices formerly offered only to employees. While the promotions 
led to almost unprecedented sales increases, Busse et al. (2007) show that these demand 
increases cannot be attributed to price changes. All three manufacturers were offering 
deep discounts in the weeks before the promotion, and for many models the employee 
prices were higher than the prices immediately before the promotion. For these models, 
prices increased under the promotion, yet even on these models demand increased 
dramatically under the promotion. After ruling out alternative explanations, such as a 
change in advertising expenditure, the authors interpret the fi ndings as evidence that the 
employee discount promotion acted as a price cue, persuading customers to purchase 
immediately rather than delay in anticipation of future discounts. Although there is evi-
dence that customers engage in extensive price search when purchasing an automobile 
(see for example Bayus, 1991; Ratchford and Srinivasan, 1993; and Zettelmeyer et al., 
2006), customers cannot search on ‘future prices’, and so they must rely on price cues to 
evaluate when to purchase. The fi ndings are noteworthy because they demonstrate that 
customers also respond to price signals in a market in which high dollar values are at stake 
and customers engage in extensive information search.

Practitioners in the packaged goods industry also recognize that price cues can have a 
signifi cant, positive impact on demand. For example, in a 1989 interview, a manager at 
H.E.B. Grocery Company commented:

Occasionally we attach signs marked ‘Everyday Low Price’ in front of two randomly selected 
brands in several product categories throughout our store, leaving their prices unchanged. Even 
though customers should be accustomed to these signs and realize that the prices are unchanged, 
sales typically double for those brands that have the signs attached to their displays. I’m just 
amazed. (Inman et al., 1990, p. 74)

Explanations for why price cues are effective
Researchers have pursued different explanations for the effectiveness of price cues. Inman 
et al. (1990) extend the elaboration likelihood model (ELM) of Petty and Cacioppo 
(1986) to explain the consumer response to price cues. They argue that need for cognition 
plays a role in whether consumers respond to peripheral information, such as a price cue. 
Their laboratory experiments support this theory; they fi nd that consumers who have low 
need for cognition are more likely to be infl uenced by a price cue.2 The work of Inman et 
al. (1990) is grounded in psychology and provides a deeper understanding of consumer 
behavior. However, this research does not incorporate the perspective of the fi rm. In 
particular, given that price cues are effective and seemingly inexpensive to use, why not 
place them on many items?

Anderson and Simester (1998) provide an equilibrium explanation for the role of 
price cues that includes both the consumer and the fi rm. In their model, which we depict 
graphically in Figure 8.1, if customers lack sufficient price knowledge to evaluate whether 
a price offers good value, then demand does not respond to price changes alone. Instead, 

2 Need for cognition (NFC) is measured using the 18-item NFC scale developed by Cacioppo 
et al. (1984).
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customers turn to price cues to help judge value. Key to their model are the relationships 
connecting the fi rm decisions (depicted in the two shaded boxes) with customer decisions. 
These relationships ensure that retailers’ price cue strategies and customers’ purchasing 
behavior are both endogenous and rational. There are two key predictions. First, the 
model shows that if customers believe that products with price cues are more likely to be 
relatively low priced, fi rms prefer to place sale signs on lower-priced products. As a result, 
customers’ beliefs are reinforced and price cues provide a credible source of informa-
tion. Second, the authors show that if fi rms use price cues too frequently, customers will 
attribute less credibility to the cues and they lose their effectiveness. This in turn creates 
incentives for fi rms to limit the proliferation of the cues. These two predictions jointly 
imply that price cues are both self-fulfi lling and self-regulating.

In 2001 the same authors (Anderson and Simester, 2001a) tested the second prediction 
by investigating whether price cues are less effective when used more often. The fi ndings 
confi rm that, holding price constant, overuse of sale signs can diminish their effective-
ness. Support for this prediction is found in many industries, including women’s apparel, 
toothpaste, canned tuna fi sh and frozen orange juice. For example, category demand 
for frozen orange juice decreases when more than 30 percent of items have sale signs. 
Similarly, category demand for canned tuna fi sh and toothpaste decreases when more 
than 25 percent of the items have sale signs. Notice that this effectively limits fi rms’ use of 
price cues. Adding one more price cue to an item in a category increases demand for that 
item, but the other price cues in the category lose their effectiveness. When this second 
effect is large enough, there is eventually a decrease in category demand, which regulates 
overuse of the cues.

A recent large-scale fi eld study with a chain of convenience stores has also directly 
evaluated the fi rst prediction (Anderson et al., 2008). Although we delay a detailed discus-
sion of this study until later in the chapter, the fi ndings both confi rm that it is profi table 
for fi rms to use price cues on items that are truly low priced, and diagnose why this is 
optimal.

Notice also that while the equilibrium framework reconciles the consistency of cus-
tomer beliefs and fi rm actions, it does not speak to how these beliefs are created. It is 
sufficient that over time customers have learned to associate price cues with low prices, 
and that this understanding infl uences their purchasing behavior. Indeed, it is possible 
that customers’ reactions to price cues occur at a subconscious level, so that they are not 
always aware that they are responding to the cues. The formation of customer beliefs and 
the extent to which customer reactions refl ect conscious judgments both remain impor-
tant unanswered research questions.

The role of reputations
Reputations provide another rationale for why fi rms may not use price cues in a decep-
tive manner (Tadelis, 1999; Wernerfelt, 1988). A fi rm’s reputation may be irreparably 
damaged if consumers expect that a price cue signals a promoted price and later dis-
cover that the price is not discounted. Data from two competing retailers illustrate the 
pitfall of using sale signs deceptively. In spring 1997, we collected data from two retail-
ers located approximately one mile apart in Rochester, New York. The retailers sold a 
broad range of electronics, home appliances and other hard goods. After several visits 
to both stores, we identifi ed a set of 85 identical items sold by each retailer. We visited 



Price cues and customer price knowledge   157

each store on the same day and collected the regular price and sale price (if discounted) 
for all 85 items.

In our analysis of the data we asked: ‘Does the presence of a sale sign accurately convey 
that prices are low compared to a competing retailer?’ To answer this question, we iden-
tifi ed all cases where a product had a sale sign at one store but none at the competing 
store. If a sale item is truly low priced, we expect that the sale price should be less than 
the regular price of a competitor. More importantly, the sale price should never exceed a 
competing store’s regular price. Our results are summarized in Figure 8.2.

The results showed that retailer A used sale signs to accurately signal that the current 
price was lower than competitors’ prices. We found that 92 percent of the items marked 
as ‘Sale’ at retailer A were priced lower than at retailer B. For the remaining 8 percent 
of the observations the prices at the two retailers were identical. In contrast, at retailer B 
the presence of a sale sign was not nearly as accurate, and in many cases deceptive. We 
found that only 32 percent of the items marked with a sale sign at retailer B were lower 
priced that at retailer A. More striking was the fact that 14 percent of the items marked 
with a sale sign at retailer B had sale prices that exceeded the regular price at retailer A! 
Thus, while the sale items may have been discounted relative to past prices at retailer B, 
they were not low priced compared to the alternative of visiting retailer A.

In both cases, the retailers were using the sale signs in a manner that is somewhat 
‘noisy’. Retailer B was using the signs in a manner that was less informative and poten-
tially misleading. Two years after this study, retailer B declared bankruptcy and went out 
of business. While we cannot claim a causal link between the retailer’s fi nancial distress 
and price cue policy, the anecdote does suggest that a fi rm’s reputation can be damaged 
if price cues are used deceptively.

Price cues as information
The Anderson and Simester theory argues that price cues may serve an informational 
role when consumers have imperfect price knowledge. We consider a series of studies that 
support this view and illustrate other types of price cues.
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Figure 8.2 Accuracy of sale claims at two competing retailers
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Price endings
Academics have been fascinated by the use of 9-digit price endings for over 70 years 
(Ginzberg, 1936). This is in part due to their widespread use by US retailers – while 
estimates vary, as many as 65 percent of prices have been estimated to end in the digit 
9. Despite this prevalence, there is relatively limited evidence documenting both their 
effectiveness and their role.

Some of the fi rst evidence that 9-digit price endings can infl uence demand in retail 
markets is provided by Anderson and Simester (2003a), who present a series of three 
fi eld studies in which price endings were experimentally manipulated in women’s clothing 
catalogs. Their results confi rm that in all three experiments a $9 price ending increased 
demand. This prompts the question: why are 9-digit endings effective?

Several competing explanations are reviewed by Stiving and Winer (1997), including 
the possibility that price endings serve as a price cue. For example, Schindler (1991) sug-
gests that price endings provide information about relative price levels and/or product 
quality. In this theory, customers pay more attention to the right-most digits because of 
the information that they convey. This contrasts with the customer’s emphasis on the left-
most digits in the ‘dropping off’ theories. In those alternative theories, customers ignore 
the right-hand digits or place less emphasis on them.

There is both systematic and anecdotal evidence to support the view that price endings 
convey low prices. For example, Salmon and Ortmeyer (1993) describe a department 
store that uses a 0-cent ending for regularly priced items and 98-cent endings for clearance 
items. Similarly, Randall’s Department Store uses 95-cent endings on all ‘value’ priced 
merchandise, which is ‘meant to indicate exceptional value to the customer’ (Salmon and 
Ortmeyer, 1992).

These anecdotes are supported by more systematic academic studies. Schindler and 
Warren (1988) show that one inference customers may draw from $9 endings is that a 
price is low, discounted, or on ‘Sale’. More recently, Schindler (2006) analyzed prices 
for hundreds of different products that were advertised in several newspapers. Schindler 
shows that items priced with a 99-cent price ending are more likely to be in an advertise-
ment that emphasizes price discounts.3 He argues that this offers a plausible explanation 
for how consumers form associations between low prices and 9-digit price endings.

Anderson and Simester (2003a) provide further support for the theory that 9-digit 
prices convey information. They show that the increase in demand from a 9-digit item is 
greatest for new items that a retailer has not sold in previous years. Because customers 
have poor price knowledge for these items, this is precisely where price cues should be 
more effective. The authors also show that $9 price endings are less effective when retail-
ers use ‘Sale’ cues. This is precisely what we would expect if the ‘Sale’ sign has already 
informed customers about whether an item is low priced.

Price promotions for new customers
New customers are typically least informed about prices, and so for these customers deep 
promotional discounts may act as a price cue and infl uence their overall price perceptions 

3 Schindler refers to these as low-price cues. We do not use this phrase, to avoid confusion with 
our defi nition of a price cue.
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for a retailer. Bagwell (1987) presents an equilibrium model of initial prices as a cue that 
signals information about future prices.

There is also fi eld research investigating this possibility (Anderson and Simester, 2004). 
The research includes three separate fi eld experiments with a direct mail retailer that sells 
publishing products (books, software etc.). Study A was conducted using 56 000 existing 
customers. Studies B and C were conducted using 300 000 and 245 000 prospective custom-
ers identifi ed from a rented mailing list. Each study used promotion and control versions of 
a test catalog sent to randomly assigned groups of customers. Prices in the promotion condi-
tion were 40 percent lower than in the control condition. The test catalog was otherwise iden-
tical and all of the customers received the same catalogs over the subsequent two years.

The results show that deep promotions have different long-run impacts on the behavior 
of new and established customers. The established customers in Study A reacted in the 
same manner as documented in other studies (see for example Neslin and Shoemaker, 
1989). For these customers the short-run lift in demand was offset by a long-run decrease 
in demand, which almost certainly refl ects the effects of intertemporal demand substitu-
tion (forward buying). In contrast, the deep promotions had a positive long-run impact 
on the demand of new customers (Studies B and C). Receiving deep discounts on their 
fi rst purchase occasion prompted these customers to return and purchase 10 percent to 
21 percent more frequently in the future. Further investigation suggests that the deep 
promotional discounts infl uenced the new customers’ price perceptions. In this sense, the 
low initial prices served as a price cue about the overall level of prices.

Signpost items
Consider the purchase of a new tennis racket. The models change frequently and so most 
customers will be unsure how much a selected model should cost. On the other hand, most 
tennis players have good price knowledge of tennis balls. If they see a store charging $2 
for a can of tennis balls, they may be reassured that they are not overpaying for the tennis 
racket. However, if the tennis balls are $5 per can, they may be better served purchasing 
their tennis racket elsewhere. Tennis balls are an example of a ‘signpost’ item for which 
many customers have good price knowledge. The price of a signpost item signals informa-
tion about the prices of items for which price knowledge is poor. Other examples include 
customers using the prices of bread, milk or Coke to infer whether a supermarket offers 
good value on baking soda.

Simester (1995) presents an equilibrium model of the signaling role of signpost items. In 
his model, customers see the prices of a sample of ‘advertised’ items and use these prices to 
infer the price of the ‘unadvertised’ items for which prices are unobserved prior to visiting 
a store. The underlying signaling mechanism relies on correlation in the underlying costs 
(to the fi rm) of the different items. This can be compared with Bagwell’s (1987) model of 
low initial prices, where the information revealed by a price cue depends upon correlation 
in the fi rm’s costs over time. Simester tests his model using a sample of data from the 
Boston dry-cleaning market. He shows that the price to launder a man’s shirt provides 
credible information about the cost to dry-clean suits and sweaters.

Price guarantees
A common strategy among retailers is to offer consumers a price guarantee. There are two 
widely used versions: price-matching policies and best price policies. A price-matching 
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policy guarantees that prices will be no higher than the prices charged by other retailers. 
A typical price-matching policy guarantees the consumer a rebate equal to the price (and 
perhaps more) if the consumer fi nds the same product offered at lower price by a compe-
ting fi rm within 30 days of purchase. Some fi rms, such as Tweeter, take the additional step 
of monitoring competitive prices for the consumer and sending the consumer a rebate 
automatically. While price-matching policies protect the consumer against price differ-
ences among competing retailers, best price policies protect consumers against future dis-
counts within a retail store. For example, when a retailer discounts an item by 25 percent, 
a best price policy promises to refund this discount to all consumers who purchased the 
item in the previous 30 days.

Both types of price guarantees are intended to create the perception that an item is 
low priced compared to competing retailers (price-matching policy) or the fi rm’s future 
prices (best price policy). Studies measuring the relationship between price guarantees 
and consumer price perceptions confi rm that they can be an effective price cue, leading 
to more favorable price perceptions (see, e.g., Jain and Srivastava, 2000).

There is also evidence that price guarantees can affect price levels themselves, by 
infl uencing the intensity of competition. One stream of theoretical research suggested 
that these price guarantees may serve as a mechanism that raises market prices (Salop, 
1986). Another stream suggested that these policies may increase competition in a 
market (Chen et al., 2001). These two streams of research show that whether price-
matching policies lead to increased competition hinges on the degree of heterogeneity 
in consumer demand. This research has also highlighted subtle distinctions between 
price-matching, price-beating and best price policies. The empirical evidence is also 
mixed. Hess and Gerstner (1991) show that supermarkets that offer price-matching 
policies have less price dispersion and higher prices. In contrast, there is evidence 
that retailers who adopt price-matching policies reduce their prices. For example, 
when Montgomery Ward and Tops Appliance City introduced such policies they 
signifi cantly lowered their prices (PR Newswire, 1989; Beatty, 1995; Halverson, 1995; 
Veilleux, 1996).

The moderating role of price knowledge
The Anderson and Simester model predicts that price cues will be most effective when 
consumers lack price knowledge. If consumers know that $4 is a relatively high price for 
a gallon of milk, then adding a price cue should have little impact on demand. But, if 
customers are uncertain about the relative price of milk, a price cue may affect purchase 
behavior. In a recent paper, Anderson et al. (2008) combine survey data and a fi eld experi-
ment to investigate this prediction. In their study, they survey customers and collect price 
recall measures for approximately 200 products. They then conduct a fi eld experiment 
in which they randomly assign the same items to one of three conditions. In the control 
condition, items are offered at the regular retail price. In the price cue condition, a shelf 
tag with the words ‘LOW prices’ is used on an item. In the discount condition, the price 
is offered at a 12 percent discount from the regular price.

The authors show that both price cues and price discounts increase demand. But, 
consistent with theoretical predictions, they fi nd that price cues are more effective on 
products for which customers have poor price knowledge. In contrast, price discounts 
are more effective when customers have better price knowledge. Thus discounting baking 
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soda from 99 cents to 89 cents is unlikely to be effective since customers have poor price 
knowledge for this product. But an offer of ‘Sale 99 cents’ may lead to a large increase 
in demand. Together these results highlight the importance that price knowledge has in 
determining the effectiveness of price changes and price cues.

Adverse effects of price cues
While price cues are intended to increase demand, retailers must recognize that they can 
also have an adverse impact on demand. Below we document three situations where a 
price cue reduced demand.

Regular price
When an item is offered at a discount, many customers are unable to recall the previous 
price. Including the regular price allows consumers to directly assess whether an item is 
low priced compared to past prices. One might be tempted to conclude that providing 
customers with this price cue would be benefi cial, but a recent study we conducted with 
a direct mail company explains why this may not be correct. In this study, we varied the 
presence or absence of the regular price on a set of fi ve dresses. For example, the regular 
price of one dress was $120 and it was discounted to $96. Customers who received the 
control catalog saw this dress offered at ‘Sale $96’. Customers who received the test 
catalog saw ‘Regular Price $120, Sale $96’.

The results of this study showed that demand signifi cantly decreased when the regular 
price was included in the description. The presence of this price cue resolved customer 
uncertainty about the depth of discount. But the resolution of this uncertainty was 
un favorable. In the absence of the regular price, customers expected to receive more than 
a $24 discount. Thus, while price cues can help resolve customer uncertainty, fi rms must 
also ask whether it is profi table to resolve the uncertainty. In some cases, customers may 
have more favorable price perceptions when they lack perfect information.

Installment billing
If customers lack perfect information about prices, they may also have imperfect 
knowledge of quality. Price cues are intended to create the perception of a low price and 
increase demand. But, if the price cue also creates the perception of low quality, then 
demand may decrease. For example, Fingerhut is a catalog retailer in the USA that offers 
installment billing on nearly all purchases. While Fingerhut also offers low-priced mer-
chandise, it targets consumers with moderate to low incomes. This raises the possibility 
that consume rs may believe that Fingerhut is positioned to offer both lower-priced and 
lower-quality items. If the quality inference dominates, then offering installment billing 
may adversely impact demand.

Anderson and Simester (2001b) document such an effect in a fi eld experiment with a 
national mail order company. The research was conducted with a catalog that sells expen-
sive gift and jewelry items and competes with retailers such as Tiffany’s. In the experi-
ment, customers were randomly mailed either a test or control catalog. The products and 
prices were identical except that the test catalog offered consumers the option of paying 
for their purchase with installment billing. For example, if a customer purchased a $500 
necklace, the item could be paid for with a series of monthly payments rather than in a 
single lump sum payment. Installment billing was an optional feature and consumers who 
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received the test catalog were free to select either payment plan (i.e. installment billing or 
lump sum payment).

The authors show that the installment billing offer led to both a reduction in the 
number of orders received (13 percent) and a $15 000 reduction in aggregate revenue (5 
percent). The sample sizes are very large and so the differences in the number of orders 
received between the test and control version are statistically signifi cant (p < 0.01). The 
changes were economically signifi cant and persuaded catalog managers not to include 
installment billing offers in future catalogs.

To further investigate these fi ndings, the catalog agreed to survey their customers to 
measure how an offer of installment billing affects their customers’ price and quality 
perceptions. Similar to the fi eld test, two versions of a catalog were created and custom-
ers were randomly mailed a catalog along with a short survey. Respondents were asked 
to browse through the catalog and return their responses in a reply paid envelope. The 
fi ndings confi rm that offering installment billing lowers the perceived quality of the items 
in the catalog. Respondents in the test version were on average signifi cantly more con-
cerned about product quality than respondents in the control version. One respondent in 
the test version offered the following remarks: ‘My reaction to this catalog is that people 
must be cutting back or not as rich as [the catalog] thought because suddenly everything 
is installment plan. It makes [the catalog] look tacky to have installment plans – kind of 
like Franklin Mint dolls.’

These fi ndings contrast with earlier work suggesting that reframing a one-time expense 
into several smaller expenses can favorably impact demand (see, e.g. Gourville, 1998). 
The key distinction is the role of quality. In the installment billing study, product quality 
was not objectively verifi able, and so the installment billing cue not only infl uenced cus-
tomers’ price perceptions; it also lowered their quality perceptions. The same logic may 
explain why hospitals rarely use price cues to persuade customers that their prices are 
low.

Prices paid by other consumers
We have argued that price cues can convey information about competing prices, past 
prices or future prices. However, research on fairness suggests that whether consumers 
view a price as a good deal or a bad deal may also depend on what other consumers pay 
for similar products (Feinberg et al., 2002). Anderson and Simester (2007a) conduct 
a fi eld experiment with direct mail apparel to investigate this issue. They conducted a 
split-sample test in which they experimentally varied the price premium on larger-sized 
women’s dresses. In the control condition the prices of dresses did not vary by size. But, 
in three test conditions a premium of up to $10 was charged for larger-sized 4X and 5X 
dresses. For example, a size 3X dress may be priced at $39 and a 4X dress priced at $44. 
The experimental variation in prices enables the authors to examine how the price paid 
by other consumers affects demand.

The key fi nding is that customers who demand large sizes react unfavorably to paying 
a higher price than customers for small sizes. Further investigation suggests that these 
consumers perceived that the price premium was unfair. This fi nding is consistent with 
other evidence from the fairness literature, which contains many documented examples 
of customers reacting adversely when they perceive that prices are unfair (see, e.g., Xia et 
al., 2004; Anderson and Simester, 2007b).
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Managing price cues
If price cues are effective, how should managers use them? The research reviewed in 
this chapter suggests that price cues are more effective among customers who lack price 
knowledge. Because we expect price knowledge to vary among products, a natural 
response is to use price cues on products for which customers have poor price knowledge. 
Similarly, price discounts are more effective when customers have better price knowledge. 
This creates an incentive to discount items for which customers have good price knowl-
edge. Anderson et al. (2008) discuss why this presents a puzzle. For example, consider two 
items priced at $4 that differ in price knowledge. Suppose a fi rm lowers the price on an 
item with high price knowledge and uses a price cue on the other item. If fi rms pursue this 
strategy, then rational customers will infer that price cues are associated with products 
that are relatively high priced!

To address this issue, Anderson et al. (2008) identify three factors that moderate use of 
price discounts and price cues: total demand, margin and demand sensitivity. Holding all 
other factors constant, it is less profi table to use a price discount on a high-demand item 
due to the opportunity cost of a price reduction. Both price discounts and price cues are 
more profi table on high-margin items and on products with greater demand sensitivity. 
The question for managers is which of these three factors is most important?

To answer this question, the same authors conduct a large-scale fi eld test with a con-
venience store chain in which they vary price discounts and price cues on almost 200 
items. The authors analyzed which factors best explain the change in profi ts when a fi rm 
uses a price discount or a price cue. The results show that demand sensitivity is the over-
whelming factor that drives incremental profi ts earned from both price cues and price 
discounts. Moreover, the sensitivity of demand is positively correlated across both treat-
ments, so that items for which there is a greater price response are also items for which 
there is a greater response to price cues. This fi nding is important for both managerial 
practice and the academic theories we have discussed in this chapter. It implies that price 
cues and price discounts are likely to be used on the same items, and may help to resolve 
the apparent puzzle, explaining why price cues provide a credible signal of low prices.

A related concern of managers is how to use price cues in a competitive setting. Can 
price cues be an effective competitive tool? A recent study conducted with a German 
direct marketer of books examines precisely this question (Anderson et al., 2007). The 
company owns three different catalog companies that sell primarily books and music 
CDs. While the companies each have a distinct brand name, they are owned by a single 
fi rm. Importantly, from the consumer’s perspective the three brands are viewed as 
competing retailers. This allows the parent company to study how price cues and price 
changes affect retail book competition.

The retailer conducted a fi eld study in which it varied both prices and price cues on 
a set of 29 products sold by three different book retailers. The fi ndings reveal that price 
cues lead to substitution between catalogs, confi rming that they can be an effective com-
petitive tool.

The study also showed that customer groups reacted quite differently to price cues and 
price changes. The company found that price cues were effective at increasing demand 
among moderate book buyers, but the demand increase did not come at the expense of 
competing catalogs. Instead, the increased demand from a price cue was incremental. In 
contrast, among heavy book buyers there was considerable evidence that price cues led 
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to store substitution. This understanding of consumer behavior offers deeper insight into 
the competitive nature of price cues. Surprisingly, the threat of a competing price cue is 
greatest among customers who are the heaviest buyers in a category.

Managing price knowledge
Because the effectiveness of price cues is moderated by customers’ price knowledge, fi rms 
may also try to manage their customers’ price knowledge. Indeed, the recent literature on 
price obfuscation suggests that customers’ lack of price information may be partly attrib-
utable to the actions of the fi rms. The role that fi rms can play in hindering customers’ 
ability to search for price information is investigated by Ellison and Ellison (2004). They 
argue that price obfuscation can mitigate price competition by reducing the perceived 
substitutability of the alternatives, and present evidence from the Internet suggesting that 
obfuscation may sharply increase margins on computer memory modules. They describe 
a variety of practices that fi rms use to obfuscate the price, including: introducing ship-
ping costs and other price components; varying warranties, re-stocking fees and other 
contractual terms; varying prices and products across distribution channels; and/or using 
‘add-on’ pricing in which the base product has inefficiently low quality.

Conclusions
The research on price knowledge reveals that there is an opportunity for fi rms to infl u-
ence customers’ price perceptions, while the research on price cues documents examples 
of fi rms exploiting this opportunity. There are several important conclusions. First, the 
range of cues available to fi rms is broad, ranging from explicit claims that prices are dis-
counted to more subtle cues, such as 9-digit price endings, which may work even without 
customers recognizing their effect. Second, the cues are effective across many product cat-
egories. We have reported fi ndings from studies conducted in a wide range of consumer 
markets, including consumables (toothpaste, canned tuna and frozen juice) and durables 
(apparel and publishing products). There is even evidence that the cues are effective in the 
market for new automobiles, where the prices are high and customers engage in extensive 
price search. Third, there is now a formidable collection of evidence that at least one 
reason price cues are effective is that they serve a signaling role, allowing customers who 
are poorly informed about prices to infer whether to search elsewhere for lower prices. 
This evidence includes investigations of several moderating effects, including: the role of 
customers’ price knowledge, the effects on new versus mature products, and the effect on 
newly acquired versus established customers. Finally, there is evidence that price cues are 
not a magic panacea that fi rms can employ at will. The cues lose effectiveness the more 
often they are used, and so fi rms cannot simply place them on every product. Firms also 
risk lowering demand if they place them on items for which quality is uncertain (few 
patients are attracted to a cardiologist offering discounts) or if customers can see that 
other customers have the opportunity to purchase similar items at lower prices. On the 
other hand, fi rms that overlook the role of price cues, and focus solely on optimizing 
prices, forgo an opportunity to optimize profi ts.
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9  Strategic pricing of new products and services*
Rabikar Chatterjee

Abstract
This chapter organizes and reviews the literature on new product pricing, with a primary focus 
on normative models that take a dynamic perspective. Such a perspective is essential in the new 
product context, given the underlying demand- and supply-side dynamics and the need to take a 
long-term, strategic, view in setting pricing policy. Along with these dynamics, the high levels of 
uncertainty (for fi rms and customers alike) make the strategic new product pricing decision par-
ticularly complex and challenging. Our review of normative models yields key implications that 
provide (i) theoretical insights into the drivers of dynamic pricing policy for new products and 
services, and (ii) directional guidance for new product pricing decisions in practice. However, 
as abstractions of reality, these normative models are limited as practical tools for new product 
pricing. On the other hand, the new product pricing tools available are primarily helpful for 
setting specifi c (myopic) prices rather than a dynamic long-term pricing policy. Our review and 
discussion suggest several areas that offer opportunities for future research.

1.  Introduction
Pricing of new products is an especially challenging decision, given its critical strategic 
importance and complexity. Contributing to the complexity are the uncertainty faced 
by the fi rm on both demand and supply sides, the dynamic (changing) environment and 
operating conditions, and the need for a long-term decision-making perspective, given 
that the fi rm’s pricing decision in the current period is likely to impact future outcomes. 
Thus this chapter focuses primarily on new product pricing strategies that take a long-
term perspective and recognize the dynamics driven by demand- and supply-side condi-
tions over the extended time horizon.

Past reviews of new product pricing models include Kalish (1988). Monroe and Della 
Bitta (1978), Rao (1984, 1993) and Gijsbrechts (1993) cover new product pricing as part 
of their broader reviews of pricing. Also relevant are the reviews of new product diffu-
sion models incorporating price and/or other marketing mix elements by Kalish and 
Sen (1986) and Bass et al. (2000). This chapter provides a selective and updated review 
and synthesis of strategic new product pricing models, focusing primarily on analytical 
models, but also describing relevant empirical research.

1.1  Dynamic pricing of new products: skimming versus penetration
Dean’s ([1950] 1976) seminal article identifi es new product pricing policy as ‘the choice 
between (1) a policy of high initial prices that skim the cream of demand [skimming] and 
(2) a policy of low prices from the outset serving as an active agent for market penetration 
[penetration pricing]’ (p. 145). The rationale for these two extreme strategies lays the foun-
dation for our subsequent review. As we shall see, some of the policy prescriptions call for 

* Comments and suggestions from Vithala R. Rao, Jehoshua Eliashberg and an anonymous 
reviewer are gratefully acknowledged.
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a combination of penetration and skimming at different stages of the product life cycle, 
while others may be nuanced versions of these basic strategies. Dean identifi es important 
elements of the new product pricing problem, including defi ning the fi rm’s objective in 
terms of maximizing discounted profi ts over the planning horizon, taking into account 
customer and competitive dynamics over that period (see also Dean, 1969).

In a skimming strategy, prices begin high to extract the maximum surplus from cus-
tomers willing to pay premium prices for the new product. Subsequently, prices decline 
as more price-sensitive segments are targeted in turn, to implement an intertemporal price 
discrimination strategy – ‘an efficient device for breaking the market up into segments 
that differ in price elasticity of demand’ (Dean [1950] 1976, p. 145). Dean also argues 
that this is a safer policy given uncertainty about demand elasticity, in that the market is 
more accepting of prices being lowered over time than the other way round. In addition, 
costs are likely to drop over time on account of market expansion and improved efficiency 
through experience (scale economies and experience curve effects). Price skimming helps 
to recover up-front investments in product development and introductory marketing. 
On the other hand, the high price level invites competition, unless the fi rm can extend its 
monopoly status (e.g. via patent protection).

Under a penetration pricing strategy, the objective is to aggressively penetrate the 
market by low prices. Some conditions under which penetration pricing makes sense are:

price-sensitive customers in the mainstream market; ●

short- and long-run cost benefi ts from scale economies and experience curve e ● ffects 
(cost-side learning), respectively;
product characteristics that are well understood by mainstream customers (sug- ●

gesting incremental rather than discontinuous innovations); and
the threat of competitive entry. ●

Typically, a penetration pricing strategy would require the resources to support the 
rapid ramp-up in production, distribution and marketing of the product. Strategically, 
short-run profi ts are being sacrifi ced for future benefi ts – in terms of lower costs and a 
stronger market position, which can serve as sources of competitive advantage.

1.2  Skimming versus penetration: empirical evidence of managerial practice
When do managers use skimming or penetration pricing strategies in practice? Noble and 
Gruca (1999) surveyed managers responsible for pricing at fi rms supplying differentiated, 
capital goods in business-to-business markets, to learn about management practice and 
its relationship to theory. For new products, they identify three strategies – price skim-
ming, penetration pricing and experience curve pricing (which is a particular case of pen-
etration pricing).1 The latter two involve low initial prices and have similar determinants 
relative to skimming – lower product differentiation, incremental innovation, low costs, 

1 Noble and Gruca’s study is not limited to new products. They organize the strategies by the 
pricing situation for both new and mature products and then, for strategies within each pricing 
situation, by the conditions expected to favor the choice of a particular strategy. The three new 
product strategies were chosen by 32 percent of all respondents across all situations (skimming 14 
percent, penetration 9 percent, and experience curve pricing 11 percent).
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price elastic demand and available production capacity. The distinction is the primary 
source of cost advantage – experience curve pricing exploits learning by doing, while 
penetration pricing focuses on scale economies.

Managers were more likely to use skimming (with high relative price) in markets with 
high product differentiation when facing a cost disadvantage due to scale economies. 
Penetration pricing (with low relative price) was chosen when there was a cost advantage 
due to scale economies and total market demand was price elastic. Finally, experience 
curve pricing was used when there was high product differentiation, the product was not 
a major innovation, and there was low capacity utilization. Thus managerial practice is 
consistent with theory, except for the fi nding that experience curve pricing appears to be 
used in markets with high product differentiation, perhaps because the fi rms using this 
strategy are market followers cutting prices now to drive down costs in anticipation of 
future commoditization of the market.

Turning to a different industry (pharmaceuticals), Lu and Comanor (1998) investi-
gate the temporal price patterns for new drugs and the principal factors affecting prices. 
Pharmaceutical price behavior appears consistent with Dean’s conjecture. Signifi cant 
innovations follow a modifi ed skimming strategy, with prices at launch displaying sub-
stantial premium over existing substitutes, then declining over time. Most ‘me too’ new 
products follow a penetration strategy with launch prices below the competition, and 
then possibly increasing. Competition exerts downward pressure on prices. The nature 
of the application has pricing implications as well: drugs for acute conditions have larger 
premiums than those for chronic conditions.2

1.3  A framework for reviewing models of new product pricing
In the next two sections, we build on our discussion of skimming and penetration strat-
egies to review analytical models of new product pricing that offer normative guidelines. 
With this in mind, we identify, in Table 9.1, the product, customer and fi rm/industry-
related dimensions pertinent to the new product pricing decision that we employ to 
structure our review. Section 2 reviews models in a monopolistic setting, while Section 3 
examines competitive models. Section 4 briefl y discusses approaches to setting new 
product prices in practice. We conclude with a summary of the current status and direc-
tions for future research, in Section 5.

2.  Normative models in a monopolistic setting
We organize our review of monopolistic models on the basis of the specifi cation of 
the underlying demand model: models using an aggregate-level diffusion model for 
their demand specifi cation (Section 2.1); models that consider the individual customer 
adoption decision explicitly in the diffusion process (Section 2.2); models incorporating 
strat egic customers with foresight (Section 2.3); and models focusing on successive gen-
erations instead of a single product (Section 2.4). Section 2.5 summarizes the strategic 
new product pricing implications in a monopoly. Table 9.2 lists the key features and 
fi ndings of selected monopolistic models.

2 For more on pricing of pharmaceuticals, see the chapter in this volume by Kina and Wosinska 
(Chapter 23).
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Table 9.1  New product pricing models: key dimensions

Dimension Characteristic Remarks and implications

Product Nature: 
frequency 
of purchase; 
physical product 
vs service

The frequency of purchase signifi cantly impacts the dynamics 
of pricing. With durables, cumulative sales can adversely affect 
product demand owing to saturation; with nondurables, repeat 
purchase can build brand loyalty. Differences between physical 
products and services have pricing implications in general (see 
chapter).

Degree of 
innovativeness

Products can range from radically new or breakthrough at one 
end of the spectrum to incremental (or ‘me too’) at the other. This 
dimension has a critical impact on the demand dynamics, via its 
infl uence on customer behavior and competitive advantage.

Degree of 
customer 
involvement

With high-involvement products (e.g. large ticket items), 
customers are more inclined to make the purchase decision 
carefully, after collecting information to reduce the high 
degree of perceived risk, relative to low-involvement 
products (which are often purchased on impulse). For a 
new product, adoption behavior and, in the aggregate, 
the dynamics of demand are affected by the degree of 
involvement.

Diffusion 
(positive 
network) 
effects

Positive network effects result in an increase in the value of 
products as the number of products in use in the market (e.g. 
fax machines) increases. This is a direct network effect. Similar 
positive effects can also be indirect – for example, customers’ 
valuations of products (e.g. hardware) may increase from 
a greater availability of complementary products (e.g. 
software) as the installed base of customers expands (the 
‘complementary bandwagon effect’, Rohlfs, 2001). The same 
dynamic of increasing likelihood of adoption with expanding 
usage base can result on account of ‘word of mouth’ effect 
(Rogers, 2003). We use the term diffusion effect to refer to 
the positive impact of market penetration (cumulative sales) 
on demand, whatever the underlying mechanism driving this 
dynamic.

Customer Uncertainty, 
risk attitude 
and learning

In the new product context, customer uncertainty about 
product performance is a pertinent issue. When uncertainty is 
explicitly considered, customers’ attitude toward risk and the 
possibility of learning to resolve uncertainty become 
relevant factors as well as infl uencers of customers’ willingness 
to pay.

Heterogeneity 
(in price 
sensitivity 
and other 
characteristics)

While price sensitivity obviously affects price, the 
heterogeneity in price sensitivity (and, more generally, in 
preferences) across customers provides opportunities for 
price-based segmentation, including intertemporal price 
discrimination. Individual-level price sensitivity may change 
over time, as in the case of increasing loyalty through product 
experience. The demand model may be specifi ed at the 
aggregate level from the outset, or else built up from the
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2.1  Aggregate-level diffusion models
There is a rich stream of literature in marketing on new product pricing models (typi-
cally normative in nature) based on aggregate-level diffusion models best exemplifi ed by 
Bass (1969). A key idea underlying these diffusion models (applied to fi rst-time sales of 
durables) is that the rate of sales at any point in time depends on the cumulative sales (or 
market penetration), i.e.

 dN/dt 5 f (N(t) )  (9.1)

where N(t) is cumulative sales (or penetration), dN/dt is the demand (rate of sales), and 
f ( # )  is the function operator. In particular, the Bass model takes the form

 dN/dt 5 cp 1 q
N( t )

N
d [N 2 N( t ) ] (9.2)

where N is the size of the total adopter population, and p and q are the coefficients of 
innovation and imitation respectively. The underlying demand dynamics are driven by 

Table 9.1 (continued)

Dimension Characteristic Remarks and implications

disaggregate level. The disaggregate approach allows for 
explicit consideration of heterogeneity on key behavioral 
dimensions (such as willingness to pay).

Type of 
customer

The degree of customer sophistication (myopic versus far-
sighted and strategic) affects the pricing decision. The type of 
buyer (organizational versus consumer) also affects the nature 
of buyer behavior, with implications for pricing practices and 
policy. In particular, organization buyers may be fewer in 
number but more powerful and sophisticated than individual 
consumers.

Firm and 
Industry

Cost structure 
(static and 
dynamic)

Apart from the ‘static’ aspects of the cost structure (fi xed 
versus variable costs and economies of scale), experience 
curve effects – which result in a lowering of costs with the 
cumulative volume of units produced and sold – have a 
dynamic impact on new product pricing policy.

Uncertainty 
and learning

There is uncertainty on the fi rms’ part about demand for 
the new product as well as other aspects of the environment 
(e.g. the competition). Such uncertainty can impact on fi rm 
behavior. There may also be the incentive to learn (e.g. via 
experimentation).

Competition The competitive situation – the presence of competition and 
its nature – is a critical factor in the pricing decision. We 
classify new product pricing models on the basis of whether 
or not they consider competition. Among models considering 
competition, a distinction can be made between competition 
among incumbent fi rms and potential competition from future 
entrants (Chatterjee et al., 2000).
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the diffusion effect captured by the fi rst term on the right-hand side of (9.2), which is 
increasing in cumulative sales or market penetration, and the saturation effect captured 
by the second term, which is decreasing in cumulative sales. The diffusion effect drives 
the dynamics early in the life cycle (when penetration is low), while the saturation effect 
dominates later – thus demand is increasing in cumulative sales (or market penetration) 
initially, but decreasing later in the life cycle. The models discussed in this section extend 
the basic model (9.1) by explicitly incorporating price as a variable infl uencing demand. 
Our discussion complements and updates the previous reviews by Kalish (1988); Kalish 
and Sen (1986); and Bass et al. (2000).

Normative models seek to derive the price trajectory over the planning period to opti-
mize some objective (e.g. the discounted profi t stream), given the demand function (based 
on a diffusion model), and appropriate initial, terminal and/or boundary conditions. 
Dynamic optimization typically involves the use of calculus of variations or optimal 
control (Kamien and Schwartz, 1991). Mathematically, the basic version of the problem 
may be stated as:

 max
p(t)
3

T

0
e2rt [p( t ) 2 c(N( t ) ) ] (dN/dt)dt (9.3)

 subject to: dN/dt 5 f (N(t) ,p( t) ) ; N(0) 5 0; N(T) 5 w

where c(N(t) )  is the marginal cost, which may decline in cumulative sales under cost-side 
learning, and w represents the salvage value. The demand specifi cation usually incorp-
orates price in one of three ways (Kalish and Sen, 1986):

Multiplicative price infl uence The general form of the demand model is

 dN/dt 5 f (N(t) ) # h(p(t) )  (9.4)

where h(p(t) )  is a decreasing function of price at time t, p(t). This model was fi rst 
employed by Robinson and Lakhani (1975; Table 9.2(1)) and later by Dolan and Jeuland 
(1981; Table 9.2(2)); see also Jeuland and Dolan (1982). Dolan and Jeuland also analyze 
a non-durable goods model, where the sales rate is the sum of initial purchases given by 
(9.4) and repeat purchases proportional to the number of users N(t).

Kalish (1983; Table 9.2(3)) considers a variety of demand specifi cations, including 
the multiplicative price infl uence model in (9.4). The Robinson and Lakhani (1975) and 
Dolan and Jeuland (1981) models are special cases of Kalish’s more general formulation. 
The analysis provides insight into the effects of the different dynamic drivers of long-term 
profi t on the optimal price path for a durable good. We summarize the key implications 
below:

If demand is a function of price alone (i.e. there are no demand-side dynamics), the  ●

optimal price declines monotonically over time under cost-side learning and a posi-
tive discount rate. Cost-side learning reduces the optimal price below the myopic 
optimum, to trade off short-term profi ts for lower costs in future. This result applies 
to both durables and nondurables.
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In the presence of di ● ffusion and saturation effects on demand, and assuming a 
zero discount rate, the optimal price path increases as long as demand is increas-
ing in market penetration (i.e. the diffusion effect dominates), then decreases when 
demand begins to decrease with increasing penetration (i.e. the saturation effect 
dominates). The saturation effect in isolation indicates a higher price at any point 
in time than the corresponding myopic price, whereas the diffusion effect alone 
would indicate a lower price (to subsidize the early adopters and thereby stimulate 
the bandwagon effect for future profi ts).
In the more realistic case of nonzero discount rate and cost-side learning, it is still  ●

optimal for prices to be increasing initially and then declining, as long as the diffu-
sion effect is sufficiently strong and the discount rate is not too high. It pays to 
sacrifi ce early profi ts by subsidizing the early adopters, as long as the future is not 
discounted too heavily. Under a high discount rate and/or low diffusion effect, the 
optimal price path declines monotonically.
In the case of nondurables (no saturation), the di ● ffusion effect would imply a low 
initial price, increasing over time. Cost-side learning would also imply a lower price 
relative to the myopic optimum (at any point in time), but with a decreasing trajec-
tory. Thus, with both diffusion and cost-side learning, the dynamic optimum price 
would be lower than the myopic optimum because both effects encourage stimulat-
ing sales now to drive up future demand and drive down future cost.
In a trial/repeat model for nondurables, the optimal price  ● declines (increases) 
monotonically if the decline in trial due to saturation is greater (lower) than the 
growth in repeat sales.

Multiplicative price infl uence on exogenous life cycle The general demand specifi cation is

 dN/dt 5 g(t) # h(p(t) )  (9.5)

where g(t) represents an exogenous life cycle, such as that generated by solving the Bass 
model (2) (Bass, 1980). Bass and Bultez (1982; Table 9.2(4)) and Kalish (1983) analyze 
this model, and fi nd that the optimal price declines monotonically if there is cost-side 
learning. In this case, subsidizing early adopters does not help, since the exogenous life 
cycle specifi cation does not incorporate the dynamic effect of price on demand as fully as 
the specifi cation in (9.4).

Market potential as a function of price The demand model is of the general form:

 dN/dt 5 f(N( t ) ) [N(p( t ) ) 2 N( t ) ] (9.6)

where the market potential N is now modeled as a decreasing function of price and 
f (N(t) )  represents the diffusion effect [p 1 q [N( t ) /N ] ]. Kalish (1983) examines this 
demand function as well, and shows that this case implies an initially increasing optimal 
price if the diffusion effect is sufficiently strong – qualitatively similar to the case of the 
multiplicative specifi cation (9.4) discussed earlier. However, the condition for an increas-
ing price trajectory is stronger, so that increasing prices will be less prevalent in this case 
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and, where they do occur, brief in their duration. Intuitively, increasing prices will have 
an adverse impact on the size of the potential adopter population, which is not an issue 
in the multiplicative price infl uence demand model.

The generalized Bass model (GBM) Bass et al. (1994) propose the generalized Bass 
model (GBM) in which f (N(t) )  is given by the Bass (1969) model but h(p(t) )  is replaced 
by a more general function that the authors term ‘current marketing effort’. GBM models 
the effect of price differently from other multiplicative price infl uence models.

Krishnan et al. (1999; Table 9.2(5)) employ a slightly modifi ed form of GBM to derive 
the optimal pricing strategy for new products, with the following current marketing effort 
function in place of h(p(t) )  in (9.4):

 x( t ) 5 1 1 gln  p(0) 1 b

dp(t)

dt
p( t )

 (9.7)

where g and b are both negative. Note that this specifi cation models the impact of the 
absolute level as well as the slope of the price path on demand.3 Under this formulation, 
the combination (actually, the product) of the diffusion price sensitivity parameter (–b) 
and the discount rate drives the optimal price path. If this combined effect is sufficiently 
small, the optimal price path is initially increasing and then declining; otherwise the path 
declines monotonically, as is often observed for many durables. In the multiplicative price 
infl uence models discussed earlier (Dolan and Jeuland, 1981; Kalish, 1983; Robinson and 
Lakhani, 1975), the price dynamics are driven by the demand dynamics (diffusion versus 
saturation), along with the discount rate and experience curve effects. In contrast, in the 
GBM formulation, the drivers are the diffusion price sensitivity and the discount rate 
(acting multiplicatively) and experience curve effects.

Incorporating demand uncertainty The models discussed above assume that demand is 
known with certainty over the entire planning horizon; realistically, fi rms launching new 
products are uncertain about demand over time. We review two models that explicitly 
incorporate different types of demand uncertainty. Chen and Jain (1992; Table 9.2(6)) 
consider uncertainty in the form of discrete shocks or ‘jumps’. Raman and Chatterjee 
(1995; Table 2(7)) focus on demand uncertainty due to imperfect knowledge of the precise 
impact of explanatory variables included in the model as well as the ‘random’ impact of 
excluded variables.

Chen and Jain (1992) extend Kalish’s (1983) deterministic model by including random 
shocks infl uencing demand. Their occurrence is governed by a Poisson process. Examples 
of such shocks are sudden changes to the potential market size or in economic conditions. 
The essential implications of Chen and Jain’s analysis are:

3 While Krishnan et al. do not provide a behavioral justifi cation for this specifi cation, consid-
eration of future expectations might suggest the inclusion of the price slope. However, the expecta-
tions argument would imply a positive sign for b.



186  Handbook of pricing research in marketing

The impact of uncertainty on pricing policy increases the probability of the occur- ●

rence of the event and the magnitude of its after-effect.
The impact of uncertainty can either reinforce or counterbalance the deterministic  ●

dynamic effects (as in Kalish, 1983), depending on whether the ‘contingent experi-
ence effect’ – the expected effect of cumulative sales on profi ts via its infl uence on 
the variation in the contingent state – is in the same or opposite direction as the 
deterministic experience effect.
The price path experiences a jump at the time of occurrence of the contingent event. ●

Raman and Chatterjee (1995) incorporate the effect of demand uncertainty by allowing 
demand to be subject to stochastic disturbance. They fi nd that, in general, the extent of 
impact of demand uncertainty on the optimal pricing policy is determined by the interac-
tion among demand uncertainty, demand dynamics (diffusion and/or saturation effects), 
cost-side learning and the discount rate. For a Bass-type demand model with diffusion 
and saturation effects, they fi nd (relative to the monotonically declining price path under 
deterministic demand in their infi nite time horizon analysis) that:

The e ● ffect of demand uncertainty is to (a) increase the initial price; (b) decrease the 
initial slope (that is, the price declines less steeply in cumulative sales); and (c) make 
the optimal price (both level and slope) less sensitive to changes in the discount rate 
or the coefficients of innovation and imitation that together determine the magni-
tude of demand dynamics.

Intuitively, uncertainty moderates the impact of the variables driving optimal price 
dynamics.

Incorporating the manufacturing–marketing interface In an interesting cross-functional 
modeling endeavor, Huang et al. (2007; Table 9.2(8)) develop a model that includes 
product reliability, Bass-type demand-side dynamics and cost-learning effects. The deci-
sion variables are product reliability (at the design stage) and dynamic policies over the 
planning horizon with regard to (i) price and (ii) length of the warranty. Given the com-
plexity of the model, general qualitative implications are difficult to articulate, although 
the authors identify the direction of the slopes of the price and warranty policy paths 
for different conditions relating to the current value Hamiltonian and demand dynamics 
(diffusion versus saturation). Further, they provide numerical examples to demonstrate 
how dynamic programming may be employed to derive optimal policy. For a particular 
set of parameter values, it is shown that both optimal price and warranty period decline 
over time. This model represents a valuable (and rare) effort to capture the cross-
 functional aspects of decisions involving new products.

2.2  Models considering the individual customer adoption decision
The models discussed in Section 2.1 specify demand at the aggregate level, without 
really explicitly considering the customer adoption process. We next examine three 
models proposed by Jeuland (1981), Kalish (1985) and Horsky (1990) (Table 9.2(9), (10) 
and (11)) that extend the aggregate diffusion model paradigm to include aspects of the 
adoption process leading to an explicit adoption decision rule at the disaggregate level. 
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This provides potentially richer implications for new product pricing that augment the 
fi ndings from the aggregate models. These models postulate that (a) the population is 
heterogeneous in their reservation price for the new product, (b) potential adopters are 
uncertain about its performance, lowering their reservation price, (c) information from 
adopters and other sources reduces this uncertainty, and (d) an individual adopts the 
product once its price falls below her reservation price.

Jeuland (1981) assumes that uncertain potential adopters believe that there is some 
probability that product performance will be lower than its true level. Once they are 
informed of the true performance (through word-of-mouth from adopters), their res-
ervation price jumps up. The dynamics are thus driven by (a) the information diffusion 
process (which follows a process governed by the model (2) with the coefficient p 5 0), and 
(b) the pricing policy. Qualitatively, the optimal pricing policy implications are similar 
to those for the aggregate-level multiplicative price infl uence models discussed earlier. 
However, the distribution of reservation prices across the population affects the specifi c 
trajectory of the optimal price path over time.

Kalish (1985) includes an explicit awareness component in his framework. At any 
point in time, individuals in the population belong to one of three stages: (a) unaware; (b) 
aware but yet to adopt; and (c) adopter. Awareness of the new product diffuses according 
to a model similar to (2), with the coefficient of innovation p a function of advertising, 
and word-of-mouth generated by both groups (b) and (c), with different coefficients of 
imitation q1 and q2, respectively. Aware customers are still uncertain of their valuation; 
this uncertainty decreases as the number of adopters increases. Aware customers become 
potential adopters when their risk-adjusted valuations exceed the price. These potential 
adopters actually adopt the product gradually after this adoption condition is met, with 
a constant conditional likelihood of adoption (hazard rate). The implications of Kalish’s 
model for durable and nondurable goods are as follows:

Durable goods ●  The optimal price decreases monotonically, unless adopters are 
highly effective in generating awareness and/or early adopters reduce their uncer-
tainty signifi cantly. In the latter case, prices may increase at product introduction, 
when customers are the least well informed and the marginal value of information 
is the highest.
Nondurable goods ●  For constant marginal cost (i.e. no cost-side learning), the 
optimal price will increase to some steady-state level, if and only if advertising is 
decreasing, which is the case unless the discount rate is high.

These results for durable and nondurable goods are qualitatively consistent with the 
implications of the aggregate-level models, with the added insight into the role of uncer-
tainty reduction.

Horsky (1990) uses a household production framework to show that individual (or 
household) reservation prices depend on product benefi ts and wage rates. Assuming an 
extreme value distribution for the wage rate across the population yields a logistic adop-
tion function, dependent on the wage rate distribution parameters and the price. These 
‘eligible adopters’ may delay their purchase because of unawareness, product perform-
ance uncertainty, or expectations of a price decline, all of which are assumed to decrease 
in cumulative sales. The resulting diffusion model reduces to the ‘market potential as a 
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function of price’ form in (9.6), with the eligible adopters (obtained from the logistical 
adopter model) as the potential adopters.

Given the model set-up, the results are consistent with those of the aggregate-level 
‘market potential as a function of price’ model (Kalish, 1983). If the diffusion effect 
is weak, the optimal price path declines monotonically. If it is sufficiently strong, then 
prices start lower to subsidize the early adopters and rise before declining. If the effect 
is especially strong, the initial price may actually be lower than the initial marginal cost, 
implying negative early contribution.

In summary, the pricing implications of these three models are broadly consistent with 
the aggregate-level diffusion models discussed in Section 2.1. However, they add nuances 
to the implications by virtue of their disaggregate-level behavioral assumptions – in par-
ticular, the distribution of reservation prices (wage rates in Horsky’s model) in the popu-
lation infl uences the price trajectory. While these models consider the individual-level 
adoption decision and thereby incorporate heterogeneity, the dynamics of demand are 
largely driven by the model components (e.g. awareness) based on an aggregate diffusion 
model specifi cation, e.g. Bass (1969).

2.3  Models incorporating strategic customers with future expectations
With time-varying price paths, customers may form expectations of future prices (or 
product performance) and take these future expectations into account while making 
their current purchase decisions. The models discussed so far effectively ignore the role 
of customer expectations, assuming that customers act myopically.4 We now examine 
models explicitly incorporating customer expectations. These models are commonly 
based on rational expectations – implying that, in equilibrium, customers correctly 
predict the pricing policy to be followed by the monopolist. While as a descriptive model 
of customer behavior the rational expectations assumption is perhaps unrealistic in terms 
of the implied customer sophistication, its use as a paramorphic (‘as if’) modeling device 
in predicting outcomes in dynamic economic systems (including a fi rm’s pricing policy) 
is widely accepted.

Besanko and Winston (1990; Table 9.2(12)) show how customer foresight infl uences 
a durable goods monopolist’s price-skimming strategy over multiple time periods. 
Customers are intertemporal utility maximizers with rational expectations and constant 
reservation prices that are uniformly distributed over the population. The subgame-
perfect Nash equilibrium analysis compares the dynamic pricing implications in the case 
of rational customers (with perfect foresight) with that of myopic customers.5 The key 
fi ndings are as follows:

4 Kalish (1985) and Horsky (1990) mention future expectations, but do not incorporate them 
formally in the model.

5 A subgame-perfect Nash equilibrium is a Nash equilibrium whose strategies represent a Nash 
equilibrium for each subgame within the larger game. Limiting the equilibrium to be subgame-
perfect rules out unreasonable commitments by the fi rm (such as committing to not lowering prices 
in the future, when such lowering will always be profi table).
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The optimal pricing policy for a fi rm facing myopic customers declines monot- ●

onically. The price is higher than the single-period profi t-maximizing price in each 
period except the last.
The policy for a fi rm facing rational customers also declines monotonically.  ●

However, the price is lower than the single-period profi t-maximizing price in each 
period except the last.
For a given penetration level, optimal prices are always lower and their decline  ●

more gradual, for rational customers. The fi rst-period price for myopic customers 
is higher, although at some point in time this price may drop below that for rational 
customers.
Using a pricing policy that is optimal for myopic customers when the customers are  ●

actually rational leads to suboptimally high prices initially and lower profi ts overall.

Comparing the multi-period versus the single-period case, a higher price in any period 
but the last makes sense for myopic customers because the fi rm can sell to those who 
have not yet bought in a future period, at lower prices. However, with rational custom-
ers, this effect is more than offset by the greater price sensitivity of customers who are 
willing to wait for prices to drop if there are future periods. Thus, with myopic custom-
ers, a fi rm would prefer as many periods (or opportunities to drop its price) as possible 
within the overall time horizon, for more effective skimming. With rational customers, it 
is the opposite – a shorter time horizon, or fewer but longer periods within the horizon, 
is preferred. The challenge for the fi rm is to be able to credibly commit to holding prices 
constant over the longer time period.

Besanko and Winston’s analysis provides important insights into the impact of cus-
tomer foresight, in isolation from other dynamics such as positive network effects (which 
would imply that reservation prices increase with market penetration, rather than being 
constant).

Narasimhan (1989; Table 9.2(13)) incorporates rational customers along with diffu-
sion effects, assuming two types of customers differing in their reservation prices. New 
customers enter the market in each period, with the number given by a Bass (1969) type 
diffusion model. Once they enter the market, customers exit only after making their 
purchase of the durable. The purchase decision is based on maximizing intertemporal 
surplus. The key results are as follows:

The optimal price path follows a cyclical pattern. Over each such cycle, the price  ●

declines monotonically from a high level (to sell to the high-valuation customers) 
and ends at a low level (for one period) to sell to the accumulated stock of low-
valuation customers before returning to the high level. Customer expectations limit 
the price decline within each cycle.
The length of the price cycles and the depth of discount depend on the relative  ●

sizes and valuations of the two segments, and the diffusion model coefficients. A 
higher coefficient of imitation implies shorter cycles to profi t from early market 
penetration.

While these cyclical pricing implications are interesting, it is not clear if the same effect 
will persist if the distribution of reservation prices is continuous (e.g. uniform) across the 
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potential adopters, rather than dichotomous, as assumed. Also, as Narasimhan points 
out, prices would decline monotonically without cycling if the high-valuation customers 
entered fi rst, which seems more plausible than both customer types entering in a fi xed 
ratio in each period.

Moorthy (1988; Table 9.2(14)) considers a two-period model with uniformly distrib-
uted reservation prices across customers. Customers are uncertain about the cost of the 
durable, and use the fi rst-period price to form expectations of the second-period price. 
The question is: can a low-cost monopolist pretend to have a high cost and thereby charge 
a high price in the fi rst period, before dropping prices in the second period to exploit its 
low costs? The analysis shows that this is not possible – the fi rm’s optimal decision is to 
price such that it reveals its true cost in the fi rst period. This result suggests some robust-
ness to the implications of the rational expectations model: the fi rm cannot ‘fool’ the 
customers even if they do not know the product cost.

In a similar vein, Balachander and Srinivasan (1998; Table 9.2(15)) analyze a two-
period model in which rational customers with uniformly distributed reservation prices 
are uncertain about the degree of the fi rm’s cost-side learning (high or low). The fi rst-
period price serves as a signal for customers to update their beliefs. The analysis yields 
a separating equilibrium in which a slow learning fi rm credibly signals its cost structure 
by charging a higher fi rst-period price than if customers were fully informed. The signal 
is credible because a fast learning fi rm would charge a lower price to benefi t from the 
experience curve effect in the fi rst period.

In contrast to the above models focusing on durables, Dhebar and Oren (1985; Table 
2(16)) consider a networked service (such as telecom) where customers can choose to 
subscribe period by period, with no start-up or termination fee (so that price expectations 
are not a factor). The value of the service depends on the price (subscription rate) and the 
number of subscribers. The optimal price path increases monotonically over time, con-
sistent with the results for nondurables in Sections 2.1 and 2.2. Further, by anticipating 
future network growth, customers lower the equilibrium price (for a given network size) 
and thereby enlarge the network. A lower discount rate also has the effect of lowering 
price and enlarging the network.

Dhebar and Oren (1986) extend their 1985 model to consider nonlinear pricing where 
customers decide on usage volume in addition to subscription. They show that a nonlin-
ear price schedule, consisting of a subscription price and a volume-based usage charge, 
results in a larger equilibrium network and higher profi ts than under a policy in which 
all subscribers pay the same fi xed fee irrespective of usage. Dhebar and Oren’s research 
focuses on networked services, which includes an increasing range of applications in 
today’s technology-driven environment.

Price as signal of quality Can price serve as a credible signal of quality when there is 
uncertainty about quality? Research in economics (e.g. Milgrom and Roberts, 1986; 
Bagwell and Riordan, 1991) has shown that a high-quality fi rm may signal its quality 
via a price higher than the full-information optimum, if the high-quality fi rm’s cost is 
sufficiently higher than that of the low-cost fi rm. Judd and Riordan (1994; Table 9.2(17)) 
use a signal-extraction model of customer behavior to explore this issue in the absence 
of any cost difference between the low- and high-quality fi rms. Customers’ beliefs about 
the value of the product depend on their individual experience with the product as well 
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as the inference drawn from the price. The former makes it harder for the fi rm to deceive 
the customer. The two-period analysis shows that:

When customers, uncertain about product quality, form beliefs based on both their  ●

product experience and the price, the high-quality monopolist can signal quality by 
initially pricing above the full-information price even if the high- and low-quality 
products have the same cost. As consumer learning increases over time, prices 
decline toward the full-information level.
Firms have an incentive to invest in temporary enhancement of quality initially, to  ●

infl uence customers’ beliefs about quality for future benefi t.

Zhao (2000; Table 9.2(18)) includes advertising as a decision variable in addition to 
price in a quality signaling modeling framework. Advertising serves not just as a signal-
ing device (as in Milgrom and Roberts, 1986), but also as a generator of awareness. The 
analysis shows that a high-quality fi rm will price higher and spend less on advertising 
when customers are uncertain about quality than in the full-information situation. Thus, 
high price signals high quality in this case, as it does in the price-only models. In contrast 
to the situation where advertising’s only role is to signal quality, it is optimal to spend 
less on advertising when it also creates awareness.

2.4  Models incorporating successive generations of new products
We next review models focusing on successive generations of a product, where the 
next generation is an advanced version of the current one, and gradually replaces the 
latter.

Aggregate-level diffusion models Bayus (1992; Table 9.2(19)) models the sales of a 
next-generation durable considering the replacement behavior of the previous genera-
tion. The time horizon begins with the introduction of the second generation (G2). At 
the start, there is a fi xed population of owners of the fi rst generation (G1). At any point, 
some proportion of the installed base of G1 will require to be replaced. These ‘normal’ 
replacements may be sourced from either G1 or G2. In addition, the rest of the installed 
base is susceptible to making ‘discretionary’ (accelerated) replacements on account of 
the availability of G2 – these sales are infl uenced by the diffusion effect. Mathematically, 
sales of G2 are given by:

 dN( t )/dt 5 [N 2 N( t )] { [1 2 u ( p1 ( t ), t)] f (N( t ) ) g (p2 ( t ) )

 1 u ( p1 (t), t) w(p1  (t), p2(t) ) } (9.8)

where N(t) is cumulative second-generation sales, N is the initial market size (G1 installed 
base at the time of G2 introduction), p1 (t)  and p2 (t)  are G1 and G2 prices, respectively, 
u (p1 (t) , t )  is the fraction of G1 installed base making ‘normal’ replacements at time t, 
w(p1 (t), p2(t) ) is the fraction of ‘normal’ replacements sourced by G2, and f (N(t) )  is 
the diffusion effect. Thus G1 sales equal [N 2 N( t ) ]  u (p1 ( t ) , t )  [1 2 w(p1 ( t ) , p2 ( t ) ) ]. 
The optimal G1 and G2 price paths can assume various patterns depending on specifi c 
conditions, indicating the complexity that consideration of successive generations with 
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overlapping sales adds to the pricing decision. However, for a sufficiently long planning 
horizon, the following results hold:

The optimal price for G2 declines monotonically if G2 sales come from only  ●

‘normal’ or both ‘normal’ and ‘discretionary’ replacements; or from only ‘discre-
tionary’ replacements as long as the fraction of ‘normal’ replacements u is suffi-
ciently large. If u is not large enough, the optimal price may be increasing initially. 
Thus the G2 price path declines when replacement is important (even without 
cost-side learning) because the initial G2 sales are sourced by G1 replacements and 
therefore no subsidization of early adopters is necessary.
For a su ● fficiently large fraction of ‘normal’ replacement sales, the optimal price for 
G1 monotonically increases [decreases] if G2 sales come entirely from ‘discretion-
ary’ (‘normal’) replacements. Thus the G1 price trajectory is heavily infl uenced by 
replacement behavior and the source of second-generation sales.

Bayus provides some empirical support for his results, using successive generations of 
different consumer durables (B&W/color TV; CD/LP record players; corded/cordless/
cellular telephones).

Padmanabhan and Bass (1993; Table 9.2(20)) analyze a successive-generations model, 
with only the fi rst generation (G1) available in the fi rst part of the planning horizon, until 
the second (advanced) generation (G2) is introduced at some exogenously determined 
point. The demand specifi cation is fairly general, in order to capture a variety of possible 
demand dynamics:

 G1: dN1 (t) /dt 5 (1 2 u )  f (N1 ) (t) , p1 (t)  and (9.9)

 G2: dN2 (t) /dt 5 g(N1 (t) , N2 (t) ,  p1 (t) , p2 ( t) )  (9.10)

where N1 (t) , N2 (t)  are the cumulative sales of G1 and G2, p1 (t) , p2 (t)  are the G1 and 
G2 prices, and u is the fraction of fi rst-generation sales switching to the second genera-
tion (u 5 0 prior to G2 introduction, and some constant value 0 , u , 1 thereafter). 
Thus, after the introduction of G2, some (fi xed) fraction of G1 sales is cannibalized by 
G2, which also generates sales from its independent market potential. The model may 
be viewed as a successive-generations extension to Kalish (1983), with the following 
implications:

Prior to G2 entry, a positive impact of additional G1 sales on G2 demand (di ● ffusion 
effect) reduces the G1 price. If the impact on G2 demand is negative (saturation 
effect), then the G1 price increases. Otherwise, the G1 price slope is in line with 
Kalish (1983).
After G2 entry, a higher substitution rate  ● u drives the G1 price closer to, and the 
G2 price away from, their myopic optimal levels. Also, if G2 sales are increasing 
in the G1 price, the latter is higher to sell more of G2. However, a positive impact 
of G1 sales on G2 demand implies a lower G1 price to stimulate G1 sales. The net 
effect depends on the relative strengths of these factors. The G2 price trajectory is 
otherwise in line with Kalish (1983).
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One interesting implication of both models is that it may sometimes be optimal to 
actually increase the price of the fi rst-generation product after the introduction of the 
next generation: all else equal, a higher G1 price is likely to have a positive impact on G2 
demand.

Successive generations and strategic customers with perfect foresight Since customers 
with perfect foresight can anticipate the introduction of a superior product, what are the 
implications for strategy? Using a two-period model, Dhebar (1994) shows that if the 
technology improves too rapidly (so that the product improves in ‘present value’ terms), 
there is no equilibrium because the monopolist has the incentive to target customers 
who did not buy in the fi rst period with low second-period prices. High-end customers 
are tempted to wait for the improved product. Thus there is a demand-side constraint 
imposed on the rate of product improvement.

Kornish (2001; Table 9.2(21)) uses a two-period model similar to Dhebar’s, but 
assumes that if both generations were free, customers would be better off having G1 in 
period 1 and then switching to G2 in period 2 rather than waiting for G2. Under these 
assumptions, an equilibrium can exist if the successive generations imply improvement 
in ‘real value’ terms, as long as the monopolist does not offer a special upgrade price for 
G2 to current G1 owners. For the monopolist to credibly commit to such a single price 
in Period 2, he would need to make it impossible for a G1 owner to distinguish herself 
from a non-owner (e.g. by setting conditions that were either too difficult to prove, or too 
easy to claim, G1 ownership).

2.5  Normative models in a monopolistic setting: summary of implications
To conclude this section’s review of monopolistic models, we summarize the main (and 
robust) implications for new product pricing strategy from the literature. The dynamic 
optimum policy is contrasted with the short-term (myopic) optimum that ignores the 
future profi t implications of current decisions. We focus on the effect of individual factors 
– typically, when several factors operate simultaneously, the net impact depends on their 
relative strength.

Cost-side learning ●  Experience curve effects lower the optimal price (at any point 
in time) relative to the myopic optimum, while the dynamic optimal price declines 
over time.
Demand-side ●  learning (diffusion effect) The diffusion effect lowers the optimal price 
relative to the myopic optimum; the dynamic optimal price increases over time.
Demand saturation (for durables) ●  Saturation increases the optimal price relative 
to the myopic optimum; the dynamic optimal price decreases over time.
Demand dynamics for durables ●  For durables, saturation becomes the dominant 
effect over time relative to diffusion, as the market saturates. If the diffusion effect 
is sufficiently strong, the optimal price starts low to subsidize early adopters, then 
increases before declining.
Nondurables: net impact of demand- and cost-side learning ●  The optimal price is 
lower at any point in time than the myopic optimum, while its slope depends on the 
strength of demand-side learning (from diffusion and/or learning-by-use) relative 
to cost-side learning.
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Random demand shock ●  The likelihood of a random shock impacts the price path. 
The degree of impact depends on the probability of occurrence on the event and 
the magnitude of its after-effect. The price path itself will exhibit a jump at the time 
of the shock.
Demand uncertainty ●  The impact of demand uncertainty is to make the optimal 
price less sensitive to the demand dynamics relative to the deterministic case.
Customer heterogeneity in willingness to pay in a durable goods market: myopic  ●

customers In the absence of other effects, the optimal price follows the classic 
skimming strategy, with prices starting high to target the high-valuation segment 
and then declining over time to target successively lower-valuation segments. In 
each period, the price is higher than the single-period optimum.
Customer heterogeneity in willingness to pay in a durable goods market: strategic  ●

customers with perfect foresight In any period, the optimal price is lower than the 
single-period optimum if customers have perfect foresight. Relative to the strategy 
for myopic customers, the starting price is lower and the price decline is more 
gradual when customers are strategic.
Services with positive network e ● ffects The optimal price of a networked service 
(such as telecom) is monotonically increasing over time. Anticipation of future 
network growth (by strategic customers) serves to lower the price for a given 
network size.
Signaling cost structure (durable goods) ●  If customers are uncertain about the fi rm’s 
cost structure, the fi rm should set the fi rst period price to reveal its true cost struc-
ture, rather than masquerading otherwise. Similarly, if the uncertainty is about the 
rate of experience-based cost reduction, it may be optimal for a fi rm with a low 
learning rate to signal this via an initial price that is higher than the full-information 
optimum.
Signaling by the fi rm under customer uncertainty about quality (nondurables) ●  A 
high-quality fi rm can signal quality by pricing higher than the full-information 
optimum. Prices decline over time (toward the full information price) with cus-
tomer learning.
Successive generations (durable goods) ●

– The price of the second generation is more likely to be monotonically declining 
from the outset than for a single new product, because sales from replacement 
of the fi rst generation reduce the need to subsidize early adopters.

– The price of the fi rst generation after introduction of the second generation 
depends heavily on replacement behavior and the source of second-generation 
sales.

– The fi rst-generation price prior to introduction of the second generation 
decreases (increases) if the impact of additional fi rst-generation sales on the 
potential market for the second-generation is positive (negative).

3.  Normative models in a competitive setting
The models reviewed in Section 2 assume the absence of competition, which may be rea-
sonable for major innovations early in the life cycle, or else if the focus is at the industry 
level ignoring interfi rm competition. The presence of competition, involving incumbent 
fi rms or potential entrants, can signifi cantly infl uence new product pricing strategy. 
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Section 3.1 briefl y introduces the methodology used to analyze competitive models. 
Section 3.2 reviews models that consider potential competition, with a fi rm enjoying 
monopoly status prior to competitive entry, while Section 3.3 reviews models incorp-
orating competition among incumbent fi rms. Section 3.4 summarizes the strategic new 
product pricing implications in a competitive setting. Table 9.3 presents the key features 
and fi ndings of selected competitive models.

3.1  Equilibrium strategies in competitive situations
In a competitive situation, a fi rm’s performance and its best (profi t-maximizing) decision 
is usually affected by the actions of the other competing fi rms. Analytical models typi-
cally employ a game-theoretic framework to obtain a non-cooperative Nash equilibrium 
solution, such that no fi rm has an incentive to unilaterally deviate from the equilibrium.6 
As discussed earlier, the new product pricing decision should be in the form of a policy 
over time, considering the dynamic setting. The competitive counterpart to the optimal 
control formulation discussed in Section 2.1 is the differential game, which is employed 
to seek an equilibrium trajectory of the decision variable(s), where the objective of the 
fi rms is typically to maximize discounted profi ts over the planning horizon (Dolan et al., 
1986; Dockner et al., 2000).

Two types of Nash equilibria are pertinent in the case of differential games. Open-loop 
equilibria express the policies as functions of time alone, while closed-loop equilibria 
are functions of time and the state of the system (e.g. cumulative sales). The strategies 
under the two equilibria are generally different, as illustrated later. Open-loop strategies 
are determined and committed to by the competitors at the outset for the entire plan-
ning horizon. Closed-loop policies capture the dynamics of competitive interaction by 
allowing strategies to adapt to the evolving state of the system over time. Closed-loop 
policies recognize that the best decision for a fi rm at any point in time is infl uenced by the 
positions (states) of its competitors, and are thus more appealing conceptually, though 
usually more difficult to derive analytically.

3.2  Models considering potential competition

Durable goods models with saturation effects We review two models that address the 
issue of potential competitive entry in a currently monopolistic market. Eliashberg and 
Jeuland (1986; Table 9.3(1)) analyze pricing strategies from the perspective of the fi rst 
entrant, in a durable goods market. This fi rm enjoys monopoly status, until the second 
fi rm enters (at an exogenously specifi ed point). Sales dynamics are driven by satura-
tion effects alone and the price, with the following specifi cation for the monopoly and 
duopoly periods:

 Monopoly:  dN1 ( t ) /dt 5 [N 2 N1 ( t ) ]  a1 [1 2 k p1 ( t ) ],  0 , t # T1 (9.11)

6 This approach involves the specifi cation of a particular form of fi rm conduct leading to com-
petitive interaction. Studies in the new empirical industrial organization tradition instead estimate 
fi rm conduct rather than making an a priori assumption (see, e.g., Kadiyali et al., 1996 for a discus-
sion of this approach).
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 Duopoly:  dN1 ( t ) /dt 5 [N 2 (N1 ( t ) 1 N2 ( t ) ) ]  a1 [1 2 k pi ( t ) 1 g (pj ( t ) 2 pi ( t ) ) ],

 i, j 5 1, 2;  j 2 i, T1 , t # T2 (9.12)

where Ni (t)  and pi (t)  are fi rm i’s cumulative sales and price at time t, and N is the 
potential market size. The fi rms’ objective is to maximize (undiscounted) profi ts over the 
entire planning horizon (including both monopoly and duopoly periods for the pioneer), 
assuming constant marginal cost (no cost-side learning). The open-loop equilibrium anal-
ysis shows that the prices for both fi rms decline monotonically, as expected, given that the 
dynamics are driven by saturation effects alone. The following results are interesting:

In the presence of cross-price e ● ffects (g . 0), there is a discrete drop in the pioneer’s 
price at T1, when it loses its monopoly status; greater substitutability (larger g) 
implies a larger drop.
The monopolist who correctly anticipates entry at  ● T1:
– prices higher, and lowers prices less rapidly, than if he had been myopic because 

he accounts for the dynamic effects of saturation (greater current sales reduce 
future sales);

– prices lower than if he (wrongly) assumes no competitive entry when setting 
its policy at t 5 0, to reduce the potential market for the competitor via rapid 
market penetration.

Padmanabhan and Bass (1993; Table 9.3(2)) contrast the ‘integrated monopolist’ 
discussed in Section 2.4 with the case of separate fi rms introducing the fi rst- and second-
generation products (G1 and G2), for example, under technological leapfrogging by 
the second fi rm. The authors compare the pricing implications under the two scenarios 
(integrated and independent), using the following specifi c demand models in place of the 
more general forms (9.9) and (9.10):

 G1:  dN1 ( t ) / (dt 5 (1 2 u ) (N1 2 N1 ) ( t ) )exp( 2 k1p1 ( t ) ) ,  and (9.13)

 G2:  dN2 ( t ) /dt 5 [u (N1 2 N1 ( t ) )exp( 2 k1p1 ( t ) ) 1 (N2 2 N2 ( t ) ) ]exp( 2 k2p2 ( t ) )  
(9.14)

where, as before, N1 (t) ,N2 (t)  are the cumulative G1 and G2 sales, p1 (t) ,p2 (t)  are the G1 
and G2 prices, and u is the fraction of G1 sales switching to G2 (u 5 0 before G2 intro-
duction, and a constant thereafter). N1 and N2 are the market potentials for G1 and G2.

Note that the demand interrelationship between G1 and G2 in the second period is 
quite different from that between the competing products in Eliashberg and Jeuland’s 
model, where the interrelationship is more symmetric, refl ecting the different scenarios 
modeled. Padmanabhan and Bass focus on successive generations, with demand for G2 
coming from cannibalization of G1 sales and from the independent potential market for 
G2. The demand for G1 is independent of the G2 price. However, like Eliashberg and 
Jeuland, Padmanabhan and Bass assume only saturation effects. Under these assump-
tions, the pricing implications for the independent (competitive) versus integrated cases 
are as follows:
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G1 and G2 prices decline monotonically over time in both integrated and inde- ●

pendent cases, given that the demand dynamics are driven by saturation effects.
Prior to G2 entry, the G1 price is lower at any point in time in the competitive case,  ●

since the fi rst entrant prefers to reduce the potential G1 market remaining when 
G2 enters.
At the time of G2’s entry, the G1price drops immediately in both cases. ●

After G2’s entry, the G1 price is higher in the competitive case, the opposite of the  ●

situation before G2 entry; in this model, the fraction of G1 sales cannibalized by 
G2 is a constant (u).
The G2 price is the same in both cases; the G1 price has no impact on the optimal  ●

G2 price.

Nondurable goods model In contrast to the above durable goods models with saturation 
driving demand dynamics, Gabszewicz et al. (1992; Table 9.3(3)) analyze a two-period 
model for a nondurable, with brand loyalty resulting from consumer learning-by-using. 
The products from the pioneer and follower are perfectly substitutable, although loyalty 
serves as a barrier to switching. Consumers are heterogeneous in their willingness to learn 
how to use the new product. The product must be consumed in the period purchased, 
and cannot be stored. At the end of the fi rst period, those who bought the product have 
learned to use it. The authors compare the implications of two cases – brand-specifi c 
versus category-level learning:

If the learning is brand specifi c, the pioneer uses a low ●  introductory price in the 
monopoly period. In the second (duopoly) period, both brands price above mar-
ginal cost, despite being perfect substitutes; the pioneer brand has the higher price 
and the higher profi ts.
If the learning is at the category level, the pioneer prices at the myopic monopoly  ●

price in Period 1 since there is no brand-specifi c advantage. Without brand 
loyalty, both fi rms are forced to price at marginal cost in Period 2, under Bertrand 
competition.

Thus brand-specifi c learning provides the pioneer with a fi rst-mover advantage but 
also softens subsequent price competition via market segmentation, leaving even the 
follower better off than under category-level learning. The pioneer builds a sustain-
able competitive advantage via a loyal customer base by pricing low in the monopoly 
period. (In this model, the pioneer actually raises his price in the duopoly period over the 
monopoly period.)

3.3  Models incorporating competition against incumbent fi rms

Durable goods models: dynamics induced by diffusion and/or saturation effects Dockner 
and Jorgensen (1988; Table 9.3(4)) develop an oligopolistic extension of the Kalish (1983) 
model discussed in Section 2.1, starting with the following general demand model:

 dNi/dt 5 f1 (N1 (t) , N1 (t) , N2 (t) , . . .,  Nn (t) ; p1 (t) , p2 (t ) , . . ., pn (t) ) , i 5 1, 2, . . ., n 
(9.15)
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where Ni (t)  and pi (t)  are the cumulative sales and price for fi rm i, respectively. They 
analyze special cases of this general model. In general, the qualitative implications for 
price trajectories are consistent with the results in Kalish (1983). Case 1 considers price 
effects only, with dynamics only due to cost-side learning – with positive discount rates, 
optimal prices decline over time. Case 2 considers own and competitive prices as well as 
own cumulative sales Ni (but not cumulative industry sales), in a multiplicatively sepa-
rable formulation:

 dNi/dt 5 fi (Ni (t) ) #  hi (p1 (t) , p2 (t) , . . ., pn (t) ) ,  i 5 1, 2, . . ., n (9.16)

In this case, for a zero discount factor, equilibrium prices increase (decrease) over time 
if dfi/dNi is positive (negative) for all i. As discussed earlier, dfi/dNi is likely to be positive 
early in the life cycle (when the diffusion effect is dominant), and negative later when satu-
ration drives the dynamics. Case 3 is similar to (9.16) except that demand is a function of 
cumulative industry sales N 5 g iNi rather than fi rm-level cumulative sales Ni. Assuming 
a linear price effect, hi 5 ai 2 bipi 1 g igij (pi 2 pj )  and ignoring discounting and cost 
learning, equilibrium prices increase (decrease) over time if dfi/dN is positive (negative). 
Finally, Case 4 considers a duopoly, with demand a function of own and competitive 
cumulative sales but only own price:

 dNi/dt 5 fi (Ni (t) ,Nj (t) ) #  hi (pi (t) ) ,  i, j 5 1, 2; i 2 j (9.17)

Again ignoring discounting and experience effects, equilibrium prices increase (decrease) 
over time if dfi/dNi is positive (negative), though the change in slope of the price path 
(from positive to negative) occurs after the change in sign of dfi/dNi (from positive to 
negative) if dfi/dNj is nonzero. The intuition is that there is a greater incentive to penetrate 
the market to reduce the potential market for the competitors (dfi/dNj , 0). In summary, 
the key implications of Dockner and Jorgensen’s competitive extension of Kalish’s (1983) 
model are as follows:

Equilibrium prices tend to increase over time early in the life cycle when the e ● ffect 
of cumulative adopters on demand is positive. Later in the life cycle, equilibrium 
prices should tend to decline when the effect of cumulative adopters on demand 
is negative. This robust result holds across a variety of the competitive model 
variations considered, and is consistent with Kalish’s results in the monopoly 
case.
When a fi rm’s demand is adversely a ● ffected by the cumulative sales of competing 
brands, the change in the slope of the price path from positive to negative will tend 
to be delayed.
In general, the stronger the impact of competition (e.g. a larger cross-price e ● ffect 
on demand), the greater the downward pressure on prices.

In contrast to the models reviewed so far, Rao and Bass (1985; Table 9.3(5)) consider 
quantity (output) rather than price as the decision variable, in an undifferentiated oli-
gopoly (so that there is a common industry price). The objective is to examine price and 
market share dynamics in the presence of demand- and cost-side dynamics. The common 
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industry price is a function of cumulative and current industry sales. The authors con-
sider three special cases that isolate the three sources of dynamics in turn: saturation, 
diffusion and cost-side learning. While the industry price dynamics are in line with other 
models – price declines (increases) monotonically under a saturation (diffusion) effect 
alone, and also declines under cost-side learning alone – the analysis reveals interesting 
results for market share dynamics. Under demand-side dynamics (diffusion and satura-
tion), a lower-cost fi rm will always have a higher market share than a higher-cost fi rm. 
Given cost-side learning, a higher-cost fi rm is more aggressive than a lower-cost fi rm in 
closing the gap in market share over time. Indeed, market share order reversals can occur 
in cases where the higher-cost fi rm might fi nd it optimal to produce more than a lower-
cost competitor.

Rao and Bass provide an empirical analysis of price dynamics in the semiconductor 
components industry that generally supports the theoretical results. The assumption 
of output as the decision variable in an undifferentiated market may be reasonable for 
industries with essentially commodity-type products (such as certain types of semicon-
ductor components).

Models considering closed-loop equilibria Dockner and Gaundersdorfer (1996; Table 
9.3(6)) analyze the properties of closed-loop equilibria for a durable goods duopoly 
market, considering saturation effects only and an infi nite planning horizon. The closed-
loop equilibrium price is higher than the myopic price, and drops toward the latter as 
the discount rate increases. Also, as expected, prices decrease as the products become 
more substitutable.7 However, the analysis does not compare open-loop and closed-loop 
strategies.

Baldauf et al. (2000; Table 9.3(7)) employ a two-period duopoly model with saturation 
effects to contrast open-loop and closed-loop strategies. They fi nd that:

When fi rms choose closed-loop strategies, optimal prices in each period are lower  ●

than corresponding open-loop prices. In both cases, prices decline over time and 
are higher in each period than the corresponding myopic prices.

Closed-loop strategies capture strategic competitive interaction, resulting, in this 
instance, in lower prices. Next, Baldauf et al. consider the implications of debt fi nancing. 
Uncertainty is introduced in the second-period demand via a random disturbance term in 
market potential. The fi rms’ objective is to maximize the expected equity value, concen-
trating on those states of nature in which there will be no bankruptcy. In this situation, 
long-term debt has a signifi cant impact:

When fi rms use debt fi nancing, second period prices are higher (to avoid possible  ●

bankruptcy) while fi rst period prices are lower (to compensate for higher second 
period prices) relative to their levels in the case of no debt fi nancing.

7 The degree of substitution is captured by the g parameter, as in Eliashberg and Jeuland 
(1986) – see (9.14).
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Dockner and Fruchter (2004; Table 9.3(8)) investigate the combined effect of the speed 
of diffusion and competition, using the following demand specifi cation:8

 dNi ( t ) /dt 5 cN 2 an

i51
Ni ( t ) d ca 2 bpi ( t ) 1 ga

n

j2 i
j51

(pj ( t ) 2 pi ( t ) ) d , i 5 1, . . ., n 
(9.18)

where the notations are as defi ned earlier. The speed of diffusion is defi ned as the percent-
age increase in the number of adopters corresponding to a 1 percent decrease in the time 
remaining in the product life cycle (an elasticity-like measure). The key implications are:

Equilibrium prices decline over time. Given competition, the higher the speed of  ●

diffusion (i.e. shorter the life cycle), the lower the prices. In contrast, in a monopoly, 
the optimal price path is independent of the speed of diffusion.
The prices decrease as the number of competitors in the oligopoly increases. ●

Models considering strategic customers with price expectations Chatterjee and Crosbie 
(1999; Table 9.3(9)) extend Besanko and Winston’s (1990) model, discussed in Section 
2.3, to a duopoly market, in which fi rms may sell products differentiated by quality. 
Customers are rational, with perfect foresight, and heterogeneous in their reservation 
prices. A subgame-perfect (closed-loop) equilibrium is sought in a discrete time frame-
work. The results, derived partly analytically and partly via numerical simulation, have 
the following policy implications:

Equilibrium prices decline over time as customers adopt the durable and leave the  ●

market in descending order of their valuations. Customer foresight and competi-
tion both lower prices and fl atten the declining price path.
Superior quality can provide a fi rm with a powerful, even dominant, competitive  ●

advantage relative to the case of myopic customers. A strong quality advantage 
can counteract a competitor’s potential advantage from early brand introduction 
or lower marginal cost.

Nondurable goods models We next review four models that focus on nondurable prod-
ucts for which there is demand-side learning on account of consumption experience. 
Wernerfelt (1985; Table 9.3(10)) investigates price and market share dynamics over the 
life cycle in a duopoly, given scale economies and cost-side learning. The demand-side 
dynamics are modeled as follows. First, the rate of change of market share is proportional 
to the market shares of the two brands, the price difference, and a term that declines over 
time to refl ect increasing brand loyalty. Next, the rate of change of individual-level con-
sumption decreases in both price and the current consumption level. Finally, a fi nancial 
constraint is imposed, requiring that some fraction of the funding needed for growth 
must be generated internally (based on prescriptions from the Boston Consulting Group). 
Wernerfelt’s open-loop equilibrium analysis shows that:

8 This model is a special form of Case 3 in Dockner and Jorgensen (1988), with dynamics from 
saturation effects.
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Prices fi rst decline and then increase; the larger fi rm’s market share fi rst grows,  ●

then declines.

The implications for the slope of the price path over the life cycle are the opposite of those 
implied by Dockner and Jorgensen’s (1988) durable goods model based on diffusion and 
saturation effects, given the very different demand dynamics in Wernerfelt’s model for 
frequently purchased products. In the case of durables with a fi nite market, saturation 
eventually dominates demand-side learning, whereas in Wernerfelt’s model, demand-
side learning (lowering price sensitivity) continues to grow without the constraint of 
saturation.

Wernerfelt’s (1986) model (Table 9.3(11)) focuses on the implications of experience 
curves and brand loyalty for pricing policy in an oligopoly. Both fi xed and variable costs 
decline owing to learning and exogenous technical progress. As in Wernerfelt (1985), the 
market share dynamics depend on current shares, prices and brand loyalty. The implica-
tions are that prices should decrease over time if discount rates are high and exogenous 
declines in variable costs are steep, but increase if fi xed costs decline with learning and 
consumers are brand loyal.

Chintagunta et al. (1993; Table 9.3(12)) analyze dynamic pricing and advertising strat-
egies for a nondurable experience good in a duopoly. Individual-level consumer choice 
is based on an ideal point preference model. Brand share is obtained by aggregating over 
consumers, allowing for heterogeneity. Consumers learn about a brand with each suc-
cessive purchase. The accumulated brand consumption experience obeys Nerlove and 
Arrow (1962):

 dGi (t) /dt 5 Si (t) 2 dGi (t) ,   Gi (0) 5 Gi0,   i 5 1, 2 (9.19)

where Gi (t)  and Si (t)  are fi rm i’s stock of accumulated consumption experience (good-
will) and sales, and d is the goodwill decay factor. A brand’s perceptual location depends 
on the function of current advertising effort and the accumulated consumption experi-
ence, so that higher levels of either imply greater brand preference. The key results, 
derived via numerical simulation, are:

If fi rms are identical, prices increase over time (while advertising decreases). ●

If one fi rm enjoys higher initial consumption experience by being the incumbent,  ●

then the other fi rm will initially market more aggressively by pricing lower (and 
advertising higher) than the incumbent. Over time, the price and advertising levels 
for the two brands converge.

In a related paper, Chintagunta and Rao (1996; Table 9.3(13)) develop a duopoly 
model for nondurable experience goods, with aggregate-level preference evolving accord-
ing to the Nerlove–Arrow model, similar to the accumulated consumption experience in 
Chintagunta et al. (1993). At steady state, the more preferred brand charges the higher 
price. The authors show that managers who are myopic or who ignore customer hetero-
geneity make suboptimal pricing decisions. An empirical example demonstrates how the 
model may be estimated (and steady-state price predictions obtained) from longitudinal 
purchase data.
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Competition against an established nondurable Bergemann and Välimäki (1997; Table 
9.3(14)) consider the case of a fi rm introducing a new, differentiated, product to a market 
for a nondurable experience good currently served by an established fi rm with a product 
whose performance is well known.9 However, the performance of the new product is ini-
tially uncertain to customers as well as to the fi rms. This uncertainty can be resolved only 
by learning through actual purchases of the second product. Beliefs of product perform-
ance are updated gradually in a Bayesian manner. The authors derive the Markov-perfect 
equilibrium10 of the infi nite horizon differential game, with the following implications, if 
the new product is of truly high quality:

The expected price path of the new product is strictly increasing over time, fi rst at  ●

an increasing and then at a decreasing rate (i.e. in an S-shaped pattern), while that 
of of the established product is strictly decreasing, fi rst at a decreasing and then at 
an increasing rate.

The uncertainty serves to soften competition and increase profi ts. The incumbent actu-
ally values information on new product performance more than the entrant does. Since 
such information is only available from new product sales, the incentives produce the 
dynamics noted above.

Kalra et al. (1998; Table 9.3(15)) consider a somewhat similar scenario – an established 
incumbent and a new entrant whose product is of uncertain quality – to examine whether 
there is a rationale for the incumbent to react slowly to the entrant as often observed in 
practice, when the expected response (under full information) would be an immediate 
price cut. Consumers are initially uncertain about the entrant’s quality, and the true 
quality is revealed over time. Unlike in Bergemann and Välimäki, both fi rms know the 
true quality. The analysis, using the sequential equilibrium concept (Krebs and Wilson, 
1982) in a two-period model, shows that:

There are conditions under which the incumbent prices higher than the full- ●

 information price to effectively jam the entrant’s ability to signal quality via its 
price. In this signal-jamming equilibrium, the low-quality and high-quality entrants 
select the same price. The incumbent’s price gradually declines to the full-informa-
tion level as consumers learn about the entrant’s true quality.

Thus, whereas a monopolist may use price as a signal of quality (see Section 2.3), a later 
entrant may not have the ability to do so because of signal-jamming by the incumbent. 
This is also consistent with the often-observed practice of a delayed or gradual incumbent 
response. Kalra et al. also provide experimental validity for the premise underlying their 
result.

9 For other work by the same authors examining implications for strategic pricing in the pres-
ence of two-sided learning, see Bergeman and Välimäki (1996, 2000).

10 See Maskin and Tirole (2001) for a discussion of Markov-perfect equilibrium.
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3.4  Normative models in a competitive setting: summary of implications
We conclude this section by summarizing the main implications for new product pricing 
strategy in a competitive setting, relative to the implications in a monopolistic setting 
(Section 2.5).

General e ● ffect of competition In general, the stronger the effect of competition (for 
example, a larger cross-price effect), the lower the prices, all else equal.
Anticipating entry in a durable goods market with saturation e ● ffect Prior to the 
competitor’s entry, the incumbent monopolist’s optimal strategy is to price higher 
and then reduce prices less rapidly over time than the myopic optimum, but price 
lower than if he does not account for competitive entry. Also, at the point of entry, 
the incumbent’s price drops, with the magnitude depending on the strength of the 
cross-price effect.
Anticipating ●  entry in a nondurable goods market with learning-by-using If the learn-
ing by customers is mainly brand-specifi c (rather than at the category level), the 
pioneer prices below the myopic monopoly price prior to the competitor’s entry.
Durable goods oligopoly ●  When a fi rm’s demand is adversely affected by the cumu-
lative sales of competitors (owing to saturation), there is greater incentive to use 
penetration pricing early relative to the monopoly situation – thus early prices will 
be lower and the change of slope of the price path from positive to negative will 
be delayed.
Open-loop versus closed-loop strategies for durable goods market with satura- ●

tion When fi rms adapt to the evolving state of the system over the planning 
horizon rather than committing to their strategy at the start of the planning 
horizon, prices in each period are lower.
Strategic ●  customers with perfect foresight in a durable goods market Both customer 
foresight and competition lower prices and make the price decline more gradual.
Nondurable goods duopoly with learning-by-using ●  Prices may fi rst decline and 
then increase, or else increase monotonically over time; if one fi rm enjoys greater 
consumption experience initially (e.g. as the incumbent), the other fi rm will be 
more aggressive in its marketing, including charging lower prices, to close the gap 
between the fi rms.
Competitive reaction to a new entrant when the entrant’s quality is uncertain to  ●

customers Under certain conditions, the incumbent prices higher than the full-
information duopoly price to effectively prevent the entrant from signaling quality 
to uncertain customers.

4.  Setting new product prices in practice
In this section, we briefl y discuss some tools and approaches that managers may apply to 
determine actual pricing policy for new products. A more detailed review of this topic is 
beyond the scope of this chapter; related issues are covered elsewhere in this volume.

4.1  Conjoint-based methods
Conjoint analysis (Green and Srinivasan, 1978, 1990) provides a popular and widely 
used methodological tool for assessing customers’ willingness to pay for (possibly hypo-
thetical) new products (Jedidi and Zhang, 2002). In particular, conjoint-based methods 
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for optimal pricing (preferably as part of an overall optimization methodology includ-
ing product design) have been developed and applied (Green et al., 1981; Kohli and 
Mahajan, 1991; see also Dolan and Simon, 1996).11 For methodological approaches 
based on information directly obtained from customers (or from secondary data) to 
estimate new product demand as a function of price and other demand-drivers, we refer 
readers to the chapters in this volume on measurement of reservation prices at the disag-
gregate level (Jedidi and Jagpal, Chapter 2) and demand estimation at a more aggregate 
level (Liu et al., Chapter 3).

4.2  Field experimentation
In situations in which it is important to track demand dynamics over time, an extended 
fi eld experiment allows for estimation of a demand model that comes close to capturing 
reality. An example of such research is the study by Danaher (2002) involving a fi eld 
experiment to derive a revenue-maximizing pricing strategy for new subscription services 
(applied to cellular phone market). The study also provides measures of the impact of 
access and usage prices on volume of usage and customer retention. In the experiment, a 
panel of homes was recruited to try a new cellular phone service over a year-long period. 
Both access and usage prices were manipulated systematically across groups within the 
panel. The model for usage and attrition was developed to fi t the data from the experi-
ment while also having the fl exibility to describe a subscription service market that is 
closer to reality than the market in the experiment. It generalizes Hausman and Wise 
(1979) to deal with bias in the case of attrition. Unobserved heterogeneity is accommo-
dated by employing latent segments. The specifi cation of the revenue (or, more generally, 
profi t) surface as a function of access and usage prices allows for the search of the optimal 
access and usage price levels.

Danaher’s research illustrates a useful practical approach to new product pricing, using 
experiments that run over a sufficient length of time with manipulation of prices to be 
able to estimate the key demand dynamics (in this case, usage rates and attrition), in a 
reasonably realistic setting. In terms of broader fi ndings, the analysis shows that access 
price primarily affects retention, while usage price affects usage and has an indirect effect 
on retention via usage (lower usage results in higher attrition).

4.3  Expert opinion/managerial judgment
Clearly, the specifi c product-market situation will dictate the appropriate choice of 
methodology for new product pricing. For example, for the pharmaceuticals industry, 
Woodward et al. (1998) propose a judgment-based approach that solicits experts opin-
ions about the new product’s market share under different scenarios based on prices, 
promotional effort and clinical benefi ts (as a basis for the product’s value proposition 
and differentiation). The procedure involves a meeting among experts. A spreadsheet-
based model returns the profi t-maximizing price, promotional effort and value proposi-
tion (market differentiation) for each expert and for the group as a whole. The extent of 

11 For the interested reader, Sawtooth Software’s technical papers library provides a useful 
set of materials of all aspects of conjoint analysis (http://www.sawtoothsoftware.com/education/
techpap.shtml).
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disagreement among experts is used to estimate incremental profi ts from obtaining addi-
tional information, via (i) an additional clinical trial (to defi ne a stronger value proposi-
tion, possibly by establishing a second clinical indication) and (ii) a demand survey (to 
better estimate potential sales at different price points).

In summary, customer measurement tools (such as conjoint analysis), experiments 
(preferably in fi eld settings), and expert opinion/managerial judgment-based approaches 
(Little, 1970, 2004), have been – and can be – used, possibly in combination, to determine 
pricing policy for a new product.

5.  Conclusion
This chapter has attempted to organize and review the literature on new product pricing, 
with a primary focus on normative models taking a dynamic perspective. Such a perspec-
tive is essential in the new product context, given the underlying demand- and supply-side 
dynamics and the need to take a long-term, strategic, view in setting pricing policy. Along 
with these dynamics, the high levels of uncertainty (for fi rms and customers alike) make 
the strategic new product pricing decision particularly complex and challenging. We 
have distilled from our review of normative models the key implications for new product 
pricing, under various situations. These implications are intended to provide (i) theoreti-
cal insights into the drivers of dynamic pricing policy for new products and services, (ii) 
directional guidance for new product pricing decisions in practice, and (iii) directions for 
empirical research to test these results.

Given the multiple sources of dynamics and uncertainty, normative models have typi-
cally focused on some subset of all the situational factors that might exist in practice, in 
order to be tractable. Isolating the different effects helps in understanding their individual 
impact on the price path. However, being abstractions of reality, these models are limited 
as practical tools for new product pricing. On the other hand, the new product pricing 
tools available, briefl y discussed in Section 4, are primarily helpful for setting short-term 
prices rather than a dynamic long-term pricing policy, which is what managers really 
need. Our review and discussion suggests several areas that offer opportunities for future 
research. Some avenues are discussed below.

5.1  Normative models: possible extensions

Dynamic models incorporating future expectations, successive generations, and current and 
future competition Today’s business environment – characterized by shorter product life 
cycles, rapidly evolving demand- and supply-side dynamics (including customer tastes, 
technology and competition), and increasingly sophisticated customers – poses a real 
challenge for modelers, who must focus on these key drivers simultaneously to obtain 
managerially relevant pricing implications. Even with better analytical tools, the tradeoff 
between analytical tractability and richness must be recognized. Numerical methods 
would typically need to be used in conjunction with analytical approaches in order to 
derive meaningful results in these circumstances.

Multiple decision variables It is clearly simplistic to focus on price alone as the deci-
sion variable. While some dynamic models include additional marketing variables 
(typically, advertising), real-world new product strategy involves decisions across 



212  Handbook of pricing research in marketing

functional areas. In this regard, the model by Huang et al.(2007) reviewed in Section 
2.1 represents an encouraging start, albeit in a monopolistic setting. Again, the tradeoff 
between tractability and richness (and the use of numerical methods) becomes a 
germane issue.

5.2  Decision support systems
As observed earlier, the existing tools to support new product pricing decisions are 
limited in their ability to provide recommendations on dynamic pricing policy. There 
is an opportunity for developing managerial decision support systems incorporating 
dynamic models that can be calibrated via managerial judgment, historical data on 
analogous products, experimentation, or (ideally) some combination thereof to provide 
dynamic pricing strategy recommendations.

5.3  Nontraditional pricing schemes and other recent advances in pricing
The unique characteristics of services has prompted pricing schemes that include 
advanced pricing, use-based pricing and pricing for yield management. These topics 
have received recent attention and are covered in chapters in this volume by Shoemaker 
and Mattila (Chapter 25) on services, Xie and Shugan (Chapter 21) on advanced 
pricing, Kimes (Chapter 22) on yield management, and Iyengar and Gupta (Chapter 
16) on nonlinear pricing. Further, prompted in part by recent technological advances 
(including the advent of the Internet), customized pricing of goods and services is 
now a viable option, prompting increasing use of auctions (and reverse auctions), 
and pricing to maximize customer lifetime value. Again, these topics are discussed in 
chapters by Park and Wang (Chapter 19) on mechanisms facilitated by the Internet 
(including ‘name your own price’ and auctions) and Zhang (Chapter 14 on price 
customization).

While these newer pricing topics have generated considerable research interest, there 
has been little work so far in the context of new products. This is clearly an important 
and fertile area for research, considering the unique challenges posed by new products, 
as discussed.

5.4  Takeoff of really new products
An example of an interesting research issue in the new product pricing domain is Golder 
and Tellis’s (1997) study of takeoff in sales of new household consumer durables. The 
authors argue that the traditional new product diffusion models do not capture the reality 
of the abrupt sales ‘takeoff’ for major innovations, at which point sales jump fourfold (or 
greater). They fi nd that, for 16 post-World War II consumer durable categories, the price 
at takeoff was 63 percent of the introductory price, on average; furthermore, the takeoff 
often occurs at specifi c price points, e.g. $1000, $500, or $100. Also, not surprisingly, the 
time to takeoff has been decreasing, from 18 years for categories introduced before World 
War II to six years for those introduced afterwards.

The phenomenon of sales takeoff warrants further attention, given the increasing 
number of new product introductions, particularly in the technology sector. In particular, 
the role of strategic pricing (and psychologically important price points, as suggested by 
Golder and Tellis’s fi ndings) in determining new product takeoff is a promising topic for 
research.
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10  Product line pricing
Yuxin Chen

Abstract
A fi rm in modern economy is more likely to sell a line of products than a single product. Product 
line pricing is a challenging marketing mix decision as products in a line demonstrate compli-
cated demand and cost interdependence. In the last three decades researchers from different 
disciplines have made signifi cant progress in addressing various issues relating to the topic of 
product line pricing. In this chapter, I discuss the literature on product line pricing with the focus 
on recent research development.
 The discussion starts with a general framework of the product line pricing problem and a 
brief description of the decision support models for product line pricing. It is then followed 
with extensive discussions on the pricing of vertically differentiated product lines and the pricing 
of horizontally differentiated product lines respectively. Finally, I conclude the chapter with a 
discussion on future research directions.

1.  Introduction
A fi rm in modern economy typically sells a line of products rather than a single product. 
For example, cars are offered with different powers, yogurts are offered with different 
fl avors, online shopping is offered with different delivery options, and wireless phone 
service is offered with different plans. This chapter reviews the academic research on 
product line pricing. Its purpose is to provide a comprehensive discussion on the topic 
with both the experienced and new researchers as the intended audience. I shall focus 
on recent research development in this area. Good reviews on the early literature on this 
topic can be found in Rao (1984, 1993).

To be more precise about the scope of this review, I defi ne a product line as a set of 
products or services sold by a fi rm that provide similar functionalities and serve similar 
needs and wants of customers. This defi nition sets the topic of product line pricing apart 
from the more general topic of multi-product pricing. For example, research on bundle 
pricing, razor-and-blade pricing, and loss-leader pricing in the context of retail assort-
ment management is beyond the scope of this review according to the above defi nition 
of a product line.

In addition, to avoid the potential overlap with other chapters in this Handbook, I 
exclude the following topics from this review, even though they can be somewhat related 
to product line pricing: pricing multiple generations of products, pricing new products 
with the existence of used goods market, retailer’s pricing of a category of products con-
sisting of national and private brands, and quantity discounts. However, some overlap 
will still occur. This is often inevitable and even desirable because it can be benefi cial to 
look at the same issue from different perspectives. For example, the pricing of different 
delivery options by an online retailer can be viewed as a problem of product line pricing 
but also a problem of pricing services if the service aspect is emphasized. Combining the 
views can provide marketing managers and researchers with more comprehensive under-
standing on this issue.

Because this chapter contributes to a handbook of pricing research, my discussion will 
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concentrate on the pricing issues conditional on the confi gurations of product lines. The 
optimal design of a product line is an important topic but it is beyond the scope of this 
review. Nevertheless, whenever applicable, I will try to base the discussion on the optimal 
or equilibrium confi gurations of product lines as shown in the literature.

The optimal pricing decision of a product line is critically dependent on the relations of 
the products in the line. In general, products in a line can be vertically differentiated, hori-
zontally differentiated, or both. A product line is vertically differentiated if products in 
the line are differentiated along a dimension (product attribute) in which consumers have 
the same preference ranking on each level. That is, all consumers prefer to have more (or 
less) of the attribute. Such a dimension is typically interpreted as product quality in the 
literature (Moorthy, 1984; Mussa and Rosen, 1978). Examples of vertically differentiated 
product lines include iPods with different memory capacities and printers with different 
speeds. A product line is horizontally differentiated if the products in the line are differ-
entiated along dimensions in which consumers have different preference rankings due to 
their taste differences. Examples of such product lines include ice creams with different 
fl avors and clothes with different colors. In practice, it is common for a product line to 
be vertically differentiated along some dimensions but horizontally differentiated along 
others. For example, a line of automobiles may be vertically differentiated on gas-mileage 
but horizontally differentiated on colors. In this review, I classify previous studies based 
on their focus on vertically differentiated or horizontally differentiated product lines and 
discuss the pricing issues for these two types of product lines respectively in two sections. 
For papers applicable to both vertically differentiated and horizontally differentiated 
product lines, I discuss them in either section, depending on their emphasis and main 
contributions.

The objective of this chapter is to provide a comprehensive review of important 
research developments in product line pricing. However, due to space and knowledge 
limitations, this review is far from exhaustive. Readers who are interested in any specifi c 
topic of product line pricing research are encouraged to conduct more extensive literature 
search in that area.

The rest of the chapter is organized as follows. In the next section, I present a general 
framework for the product line pricing problem and briefl y discuss the decision support 
models for product line pricing. I discuss the pricing of vertically differentiated product 
lines in Section 3 and horizontally differentiated product lines in Section 4. Finally, I 
conclude the chapter in Section 5 with a discussion on future research directions.

2.  A general framework for product line pricing
Assume a fi rm sells a product line consisting of m products. The fi rm’s optimal pricing 
problem can be formulated as

 Max
p1,p2,. . .,pm

p 5 a
m

i51
pi 5 a

m

i51
Di (pi, P2i, Pc, X, Xc )pi 2 a

m

i51
Ci (Di, D2i )  (10.1)

where

p is the total profi t of the product line,
pi is the profi t of the ith product in the product line,
Di is the demand of the ith product,
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D-i is a vector of demand of the products other than the ith product in the line,
pi is the price of the ith product,
P-i is a vector of prices of the products other than the ith product in the line,
Pc is a vector of prices of the products from competing fi rms,
 X  is a vector of the fi rm’s marketing mix variables other than prices on all products 
in the line,
 Xc  is a vector of the marketing mix variables other than prices from competing fi rms, 
and
Ci is the cost of selling Di units of the ith product

Equation (10.1) reveals two signifi cant differences in pricing a product line as com-
pared to pricing a single product. The fi rst difference comes from the demand interde-
pendence of the products in a line. Unlike the demand in the single-product case, the 
demand of product i in a line is not only a function of its own price but also a function 
of the prices of the other products in a line. The second difference comes from the cost 
interdependence of the products in a line. On the one hand, the economies of scale may 
reduce the production cost of each product as the number of products in a line decreases. 
This is because a shorter product line leads to more sales for each product in the line. On 
the other hand, the economies of scope may lower the cost of each product when more 
products are added into the product line.

Generally, demand interdependence leads to the cannibalization effect. That is, low-
ering the price of one product steals the demand from the other products in the line. 
This is because products in a line are partial substitutes, by our defi nition of product 
line. However, under some circumstances, demand among the products in a line can be 
complementary even though they are substitutes in functionalities. For example, a low 
price for a product in the line may attract consumers to the line and they may end up 
buying other products in the line through the ‘bait and switch’ mechanism (Gerstner 
and Hess, 1990). As another example, setting a very low price to a product in a line may 
increase the sales of a high-priced product in the line due to the ‘compromise effect’, 
well documented in the consumer behavior literature (Kivetz et al., 2004; Simonson 
and Tversky, 1992).

The presence of demand and cost interdependence for products in a product line makes 
the optimal pricing decision a challenging one. There are two main difficulties. First, it 
is hard to come up with precise specifi cations of the demand and cost interdependence 
and estimate their parameters, especially when the number of products in a line is large. 
Second, it is hard to simultaneously solve for the optimal prices of all products given the 
complexity of demand and cost interdependence.

Researchers have proposed various mathematical programming and decision support 
models to obtain optimal prices based on the general framework given in equation (10.1) 
(Chen and Hausman, 2000; Dobson and Kalish, 1988, 1993; Little and Shapiro, 1980; 
Reibstein and Gatignon, 1984; Urban, 1969). Generally, the decision support models on 
product line pricing follow a three-step procedure. The fi rst step is to specify the func-
tional forms of demand and cost. The second step is to estimate parameters in the demand 
and cost functions. The data source can be sales records, conjoint analysis output and 
operation/production records. Finally, the third step is to solve the optimization problem 
mathematically. Given the challenging nature of the product line pricing problem, 



Product line pricing   219

typically a number of simplifying assumptions have to be imposed in the specifi cations 
of demand and cost functions, and heuristic algorithms have to be used in optimiza-
tion. Some commonly adopted simplifying assumptions include (1) ignoring reactions 
from the competitors and (2) ignoring interactions between prices and other marketing 
mix variables. In addition, cost interdependence tends to be ignored or modeled in a 
less sophisticated fashion than demand interdependence in those models. The primary 
reason, as stated in Dobson and Kalish (1993, p. 171), is that ‘(t)he cost structure of a 
fi rm can in many cases be very complicated and hard to measure’.

Moreover, the optimization problem as formulated in equation (10.1) is itself a 
simplifi ed version of the product line pricing problem in general. Two important 
considerations are ignored in equation (10.1). First, the unit price of each product is 
assumed to be independent from the number of units purchased. Thus the practice of 
nonlinear pricing is not taken into account. Second, equation (10.1) is a static model 
and the potential intertemporal demand and cost interdependence is ignored. If we 
extend equation (10.1) to consider the issues of nonlinear and dynamic pricing, more 
complicated decision support models will be required to provide heuristic solutions to 
the pricing problem.

Besides mathematical programming and decision support models, researchers have 
also developed various analytical models on product line pricing with stylized assump-
tions on demand and supply. While the purpose of the decision support models is to 
obtain optimal prices explicitly based on demand and cost estimations, the objectives 
of the stylized analytical models are to identify key economic effects that infl uence the 
optimal prices and provide directional guidance for optimal product line pricing. We 
review the analytical models in the literature along with the empirical studies in the next 
two sections.

3.  Pricing vertically differentiated product lines
Recall our defi nition of vertical differentiation from the Introduction. Examples of the 
dimension in this case are the power of cars, the processing speed of computers and the 
purity of chemicals. In the product line pricing literature, researchers typically assume 
that products are vertically differentiated along a single dimension and interpret such a 
dimension as product quality.

Firms offer vertically differentiated product lines because consumers are heterogeneous 
in their willingness to pay for product quality. This gives fi rms the incentive to conduct 
second-degree price discrimination, which is achieved by offering a set of products with 
different quality and prices. In general, there are two possible causes of demand inter-
dependence in a vertically differentiated product line: consumer self-selection and the 
context effect. Consumer self-selection refers to the fact that each consumer chooses the 
product to buy that maximizes her net surplus. As a result, the price of one product affects 
the demand of other products in the line. The context effect refers to the fact that consum-
ers’ preferences toward a product can be infl uenced by the prices of the other products in 
the line. For example, Petroshius and Monroe (1987) showed that the price range of the 
products in a line could affect consumers’ evaluation on individual products in the line. 
Simonson and Tversky (1992) showed that the consumers tend to avoid extreme options. 
Therefore, adding a high price product into a line may increase the demand of a product 
with a mid-level price.
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While the fi ndings from behavioral research on the context effects are interesting and 
important for product line pricing, most of the studies are descriptive in nature. The ana-
lytical and empirical studies on product line pricing have primarily focused on the impact 
of consumer self-selection. In the rest of this section, I discuss the previous research relat-
ing to consumer self-selection and product line pricing in detail.

3.1  Consumer self-selection and product line pricing: the basics
The primary consideration in the literature on pricing a vertically differentiated product 
line is the demand interdependence resulting from consumer self-selection. The basic 
modeling framework that captures the self-selection effect is as follows. Suppose a 
monopoly fi rm sells a high-quality product (H) and a low-quality product (L). Product 
H is designed to target consumers with high willingness to pay for quality (the H-type) 
and product L is designed to target consumers with low willingness to pay for quality (the 
L-type). If the price of H is too low, then the L-type may want to purchase product H. 
Similarly, if the price of L is too low, then the H-type may want to purchase product L. 
Generally speaking, a monopoly fi rm will not be able to extract consumer surplus fully 
because the prices of products H and L have to be set to induce consumers to ‘self-select’ 
into buying the designated products.

The above idea was formally modeled in the seminal papers by Mussa and Rosen 
(1978) and Moorthy (1984). While both papers assumed a monopoly seller, the former 
assumed a continuous distribution of consumer types and the latter assumed a discrete 
distribution of consumer types. The main insights of both papers are that under general 
conditions: (1) only the consumers with the highest valuation for quality get the efficient 
quality (i.e. the quality that would be chosen by a social planner for that segment) and 
all other segments get lower than the efficient qualities; and (2) the consumers with the 
lowest valuation for quality are charged with their willingness to pay for the product they 
buy and other consumers are charged below their willingness to pay for the products they 
buy. In addition, as pointed out by Verboven (1999), the pricing outcome given in Mussa 
and Rosen (1978) and Moorthy (1984) implies that the absolute price–cost margins 
increase with product quality but the percentage price–cost margins typically decrease 
with product quality.

To illustrate the results from Mussa and Rosen (1978) and Moorthy (1984), let us con-
sider the following numerical example. Suppose that the market consists of one H-type 
consumer and one L-type consumer, and further assume that the reservation price of the 
H-type consumer is 3q and the reservation price of the L-type consumer is 2.5q, where 
q is the product quality. The unit production cost is assumed to be 0.5q2. If a monopoly 
fi rm sells product H with quality qH at price pH to the H-type consumer and sells product 
L with quality qL at price pL to the L-type consumer, the profi t of the fi rm is

 p 5 (pH 2 0.5q2
H ) 1 (pL 2 0.5q2

L )  (10.2)

If there is no demand interdependence, i.e. the H-type (L-type) consumer can only 
access product H (L), it will be optimal for the fi rm to set prices at the reservation prices 
of the consumers. Therefore the optimal prices are p*H 5 3qH and p*L 5 2.5qL. Then, from 
(10.2), it is easy to obtain that the optimal quality levels are q*H 5 3 and q*L 5 2.5, and they 
are socially efficient. Consequently, we have p*H 5 9 and p*L 5 6.25 in this case.
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In the situation where consumers have access to both products in the product line, each 
consumer can choose the one that maximizes her net surplus. In such a case, the demand 
of the two products becomes interdependent as a result of this consumer self-selection. 
Notice that the self-selection condition for the H-type consumer to choose product H 
over product L is

 3qH 2 pH $ 3qL 2 pL (10.3)

and the condition for the L-type consumer to choose product L over product H is

 2.5qL 2 pL $ 2.5qH 2 pH. (10.4)

From equations (10.3) and (10.4), we can see that the demand of each product is affected 
by the prices of both products. Following Moorthy (1984), it is easy to verify that (10.3) 
has to be binding for profi t maximization but (10.4) is not binding. In addition, p*L52.5qL 
still holds. Then, from (10.2), we can obtain that q*H 5 3 and q*L 5 2.1 Consequently, p*H 5 
8 and p*L 5 5. We can see that the consumer with the high valuation for quality still gets the 
efficient quality but the other consumer gets lower than the efficient quality, and the con-
sumer with the low valuation for quality is charged at her willingness to pay for the product 
purchased, but the other consumer is charged below her willingness to pay for the product 
purchased. The above results from the numerical example demonstrate the insights from 
Mussa and Rosen (1978) and Moorthy (1984). It is also straightforward to verify that the 
absolute price–cost margins increase with product quality but the percentage price–cost 
margins decrease with product quality in this case as pointed out by Verboven (1999).2

Insights similar to those in Mussa and Rosen (1978) and Moorthy (1984) were also 
obtained in Maskin and Riley (1984), Katz (1984), and Oren et al. (1984). Following 
Mussa and Rosen (1978) and Moorthy (1984), the basic idea of pricing a vertically 
differentiated product line, i.e. maximizing surplus extraction with the quality-based 
price discrimination under the constraint imposed by consumer self-selection, has been 
extended into many different contexts. Detailed discussion on the related research is 
provided below.

3.2  Incorporating competition
A natural extension of the models in Mussa and Rosen (1978) and Moorthy (1984) is to 
introduce competition into the pricing problem for vertically differentiated product lines. 
Most papers in this area have focused on the product quality decisions and/or the deci-
sions on the number of products to offer in product lines (Champsaur and Rochet, 1989; 
De Fraja, 1996; Gilbert and Matutes, 1993; Jing and Zhang, 2007; Johnson and Myatt, 
2003). The basic economic force captured by those papers is the tradeoff between product 
differentiation to mitigate competition and product proliferation along the quality 
dimension to maximize the benefi t from the second-degree price discrimination.

1 Given the parameter values in the example, it is easy to show that it is optimal to offer two 
products instead of one.

2 The unit costs are 4.5 and 2 for product H and product L respectively.
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As a pioneering paper in this area, Katz (1984) introduced competition by assum-
ing that fi rms are horizontally differentiated, following the idea of Hotelling (1929). As 
expected, competition lowers fi rms’ prices and profi ts. As a result, fi rms may offer prod-
ucts at different quality levels in order to avoid head-on competition.

The basic intuition behind the result of Katz (1984) can be shown using the numerical 
example presented in Section 3.1. Assume that there are now two fi rms with the same cost 
structure competing in the market described in that example. Further assume that each 
fi rm can potentially offer up to two products with qH 5 3 and qL 5 2. If fi rms simultane-
ously decide the number of products to offer before their pricing decisions, neither fi rm 
will offer both products in the equilibrium. This is because the Bertrand competition on 
any common product offered by the fi rms will lead to zero profi t for that product for at 
least one of the fi rms. Therefore, in equilibrium one fi rm will offer product H only and 
the other fi rm will offer product L only.3

In an interesting paper by Desai (2001), the competition between fi rms was also 
modeled following Hotelling (1929) but consumers’ horizontal taste differences toward 
the two competing fi rms were allowed to be different for the H-type and L-type. Desai 
(2001) showed that in this setup it was possible for both fi rms to offer efficient qualities to 
both consumer segments in equilibrium. The intuition behind this result is that competi-
tion lowers the price of product H to the H-type. Consequently, it reduces the incentive 
of the H-type to buy product L. Therefore fi rms may not need to lower the quality of 
product L in order to prevent the H-type from buying product L. Another innovative 
feature of Desai (2001) was that he allowed the possibility that the market was not fully 
covered. Under incomplete market coverage, he showed that even a monopoly might 
offer products with efficient qualities to both consumer segments. This is because the 
fi rm in his model faces a downward-sloping demand function instead of a step demand 
function when the market is not fully covered. As a result, the fi rm has the incentive to 
lower its price of product H to attract a large portion of the H-type. This again reduces 
the incentive of the H-type to buy product L.

Another interesting paper in this area is Verboven (1999). This paper studied a special 
type of vertically differentiated product line consisting of a base product and a premium 
product which was the base product plus some add-ons. This type of product line is 
common in the automobile industry. Under the assumption that consumers were only 
well informed about the base product prices, Verboven showed that the premium prod-
ucts could have larger percentage markups than the base products in equilibrium. This 
result was different from the standard result in the literature (e.g. Moorthy, 1984) and it 
was supported by the empirical fi ndings of the paper.

Closely related empirical work in this area is quite scarce. A noticeable empirical 
research by Sudhir (2001) examined the competitive product line pricing behavior in 
the US auto market. He found more-competitive-than-Bertrand pricing behavior in the 
minicompact and subcompact segment, cooperative pricing behavior in the compact and 

3 In this case, there is no pure strategy equilibrium in prices if fi rms set prices simultaneously. 
If fi rms set prices sequentially, the pure strategy equilibrium will be pH = 5.5 and pL = 3 when the 
fi rst mover produces product H and the second mover produces product L, or pH=5.5 and pL=2.5 
when the fi rst mover produces product L and the second mover produces product H. We can see 
that the prices and profi ts of the fi rms are lower than those in the monopoly case.
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midsize segment and Bertrand pricing behavior in the full-size segment. These fi ndings 
can be explained by fi rms’ ability to cooperate, which is high in the segment with high con-
centration, and by fi rms’ motivation to compete, which is high in the segment for entry-
level customers (the minicompact and subcompact segment) because fi rms try to build 
customer loyalty for long-run probability as those entry-level customers eventually move 
up to buy large cars. The fi ndings of the paper indicate the importance of the dynamic 
consideration in fi rms’ product line pricing decisions. Remarkably, such a consideration 
has been largely ignored in the analytical models.

3.3  Interactions with other marketing mixes
As indicated in equation (10.1), the product line pricing decision is infl uenced by other 
marketing mix variables chosen by a fi rm and its competitors. Recent research on 
pricing vertically differentiated product lines has examined the interactions of product 
line pricing with other marketing mixes. Villas-Boas (1998) studied a manufacturer’s 
product line decisions when it sells through a distribution channel with a single retailer. 
His results show that the main conclusions from Mussa and Rosen (1978) and Moorthy 
(1984) are reinforced in the channel setting. In fact, the quality of the low-end product is 
even more distorted than in the case without the retailer. This result is obtained because 
double marginalization in the channel increases the price to the H-type while the L-type 
is always charged with the reservation price. Consequently, this increases the incentive of 
the H-type to buy the low-quality product. To prevent this from happening, the manu-
facturer has to distort the quality level of the low-end product further down.

As to the interaction between product line decision and advertising, Villas-Boas (2004) 
studied the situation where the function of advertising is to create product awareness. 
He showed that in general a monopoly fi rm would charge a lower price for the high-
quality product and a higher price (accompanied by higher quality) for the low-quality 
product when advertising was costly than when it was costless. The basic intuition is that 
a low-end consumer is unlikely to buy the high-end product if the high-end product is 
the only one she is aware of, but a high-end consumer will buy the low-end product if 
she is only aware of the low-end product. Therefore, when advertising is costly a greater 
proportion of sales will come from the low-end product. Then the fi rm has an incentive 
to increase the price of the low-end product by increasing its quality. To prevent the high-
end customer from buying the low-end product when she is aware of both products, the 
price of the high-end product has to be lowered.

A recent paper by Lin and Narasimhan (2006) studied the interaction between product 
line decision and persuasive advertising. They suggested that persuasive advertising 
might increase consumers’ willingness to pay for quality. Consequently, they showed that 
the prices and quality levels of both high- and low-quality products would increase when 
a fi rm adopted persuasive advertising strategy.

3.4  Cost-related issues
Researchers have also studied various impacts of cost and cost interdependence on 
product line pricing. Gerstner and Hess (1987) offered explanations for the empirical 
phenomenon of quantity discount and quantity premium observed for products in large 
packs. A product line with the same product sold at different pack sizes can be viewed as a 
special type of vertically differentiated product line if free disposal is assumed. The authors 
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showed that consumers’ storage costs and transaction costs played signifi cant roles in 
determining quantity discount versus quantity premium for products in large pack sizes. 
In particular, quantity premium prevails when customers differ only in their storage costs 
but quantity discount prevails when customers differ only in their transaction costs.

Balachander and Srinivasan (1994) examined the product line pricing by an incumbent 
fi rm that used prices to signal its cost advantage in order to deter entry. They found 
that credible signaling required the fi rm to offer higher quality and higher price of each 
product in the line than in the perfect-information case. The intuition is that it is pro-
hibitively costly for a fi rm without cost advantage to mimic the high quality level of each 
product in the line. Thus, high quality credibly signals the cost advantage. In contrast 
to the result from the standard model (e.g. Moorthy, 1984), the quality of the lower-end 
product can be distorted to a higher than efficient level when quality and price are used 
to signal cost advantage.

Shugan and Desiraju (2001) studied the optimal adjustments of product prices in a line 
given the cost change of a product. Somewhat different from the standard assumptions 
made in the literature (e.g. Moorthy, 1984), their assumptions on demand interdepend-
ence were based on the empirical fi ndings by Blattberg and Wisniewski (1989), who sug-
gested that competition between quality tiers was asymmetric. That is, consumers are 
more likely to switch up to buy the high-quality product when it cuts price than switch 
down to buy the low-quality product when its price is reduced. Shugan and Desiraju 
(2001) found that when the cost of high-quality product declined, the prices of all prod-
ucts in the line should decrease. But when the cost of low-quality product declined, the 
prices of the high-quality product should increase while the price of the low-quality 
product should decrease. The driving force behind those results is that the high-quality 
product is mostly immune to the price cut by the low-quality product, so that prevent-
ing the H-type from switching down is not a major concern as in the standard case (e.g. 
Moorthy, 1984).

Desai et al. (2001) examined the pricing implications where products in a line could 
share common components, which reduced the production costs due to economies of 
scope. An interesting fi nding is that the fi rm has to increase the price of the low-end 
product and reduce the price of the high-end product if it lets the low-end product share 
a premium common component used for the high-end product. This is because the quality 
of the low-end product increases through sharing. This leads to a price increase for the 
low-quality product. The price of the high-quality product has to decrease in order to 
prevent the H-type from switching down.

Netessine and Taylor (2007) explored the impacts of production technology and econ-
omies of scales on product line decisions. Their model combines the standard product line 
model as in Moorthy (1984) with the EOQ (economic ordering quantity) production cost 
model, and allows product line design and production schedule to be optimized simulta-
neously. They found that the results from their model could be signifi cantly different from 
the standard results found in Moorthy (1984). The main reason is that, compared to the 
standard case, a fi rm is likely to offer fewer products in a line in the presence of inventory 
costs and economies of scales. This intuition is also obvious from the numerical example 
discussed in Section 3.1. Given the assumptions made in that example, if the cost of pro-
ducing the second unit is half the cost of producing the fi rst unit, then only one product 
will be produced at q 5 2.5 and p 5 6.25 with the sales of two units.
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4.  Pricing horizontally differentiated product lines
Recall our defi nition of horizontal differentiation from the Introduction. It is interesting 
that the retail prices for products in a horizontally differentiated product line tend to 
be uniform. For example, supermarkets typically charge the same price for yogurt with 
different fl avors, department stores typically charge the same price for clothes with differ-
ent sizes, and video rental stores typically charge the same rental price for new DVDs. 
Due to the uniform pricing phenomenon, research on pricing horizontally differentiated 
product lines has focused on the impact of the product line length, i.e. the number of 
products in the line, or the overall price level of the product line. I discuss this stream of 
research below, followed by a discussion on the rationales behind the uniform pricing 
behavior.

4.1  Product line pricing and product line length
According to Lancaster (1990), there are three drivers for fi rms’ product line length deci-
sions: the cost consideration, the demand consideration and the strategic consideration.

The main cost consideration in determining the product line length is economies of 
scale (Lancaster, 1990). Because of economies of scale, an increase in the product line 
length leads to an increase in cost, as the demand of each product tends to be lower with 
more products in the line. This argument suggests that a longer product line is associated 
with higher price because of the increase in cost. However, if we take the product line 
length decision as endogenous, a high level of economies of scale would lead to a short 
product line because of the cost consideration. Then a short product line could imply a 
high price because the observed product line length resulted from high production costs. 
The empirical evidence on the actual relation between product line length and produc-
tion costs is not conclusive. Kekre and Srinivasan (1990) examined this issue using PIMS 
(profi t impact of marketing strategy) data and found no negative effects of broadening 
product line on production costs. Bayus and Putsis (1999) also investigated this issue 
using data from the personal computer industry. After controlling for the endogenous 
nature of the product line length decision, they found support for the positive relation 
between product proliferation and production costs.

The demand consideration also plays a major role in determining the product line 
length and price. On the one hand, due to the variety-seeking behavior of individual con-
sumers (Kahn, 1995; McAlister, 1982), heterogeneity in consumer tastes and uncertainty 
in consumer preference, a product line with a large number of varieties is likely to be 
preferred by consumers (Hoch et al., 1999; Lancaster, 1990). This preference for var ieties 
suggests a higher price for a longer product line. Evidence from both behavioral and 
empirical research has provided some support for this claim (Berger et al., 2007; Kahn, 
1998; Kekre and Srinivasan, 1990; Kim et al., 2002).

On the other hand, a product line with a large number of varieties may increase con-
sumers’ costs of evaluating the alternatives (Shugan, 1980; Hauser and Wernerfelt, 1990) 
because it requires signifi cant effort to evaluate the options provided by the product line. 
This consequently reduces the attractiveness of a product line with a large number of 
varieties. To compensate for this effect, price of the product line has to be lowered. Thus 
a product line with a very large assortment may actually reduce consumers’ purchase 
probability and has to be charged at a low price. Some recent behavioral and empirical 
studies have provided evidence on the negative effect of product line length on consumer 
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preference (Boatwright and Nunes, 2001; Chernev, 2003; Dhar, 1997; Iyengar and 
Lepper, 2000).

Through a set of experiments, Gourville and Soman (2005) showed that product line 
length could have either positive or negative impacts on consumer preference depending 
on the assortment type of a product line. They defi ned two assortment types: alignable 
and nonalignable. An alignable assortment is one in which the alternatives vary along 
a single, compensatory product dimension. An example of the alignable assortment is 
jeans that vary in waist sizes. A nonalignable assortment is one in which the alternatives 
vary along multiple, noncompensatory product dimensions. For example, a product line 
consists of a car with sunroof but no alarm system; another one with alarm system but no 
sunroof can be viewed as a nonlalignable assortment. Gourville and Soman (2005) found 
that product line length had a positive impact on consumer preference if the assortment 
was alignable. In contrast, product line length can have a negative impact on consumer 
preference if the assortment is nonalignable because it increases both the cognitive effort 
and the potential regret faced by a consumer. The authors also showed that simplifying 
the information presentation and making the choice reversible could mitigate the nega-
tive impact of product line length on consumer preference.

Draganska and Jain (2005) examined the impact of product line length on consumer 
preference empirically, taking into account product line competition among fi rms. They 
developed and estimated a structural model based on utility theory and game theory. In 
their empirical application for the yogurt category, they found evidence that consumer 
utility was in an inverse-U relation with the product line length of a fi rm. This result rec-
onciles the fi ndings in the aforementioned literature that documented either the positive 
or the negative relation between product line length and consumer preference.

The joint impact of cost and demand factors on optimal product line length and price 
can be demonstrated with a simple example. Suppose that a fi rm sells to a unit mass of 
consumers who are uniformly distributed along a circle of unit length. The product line is 
also positioned on the circle. The location of a consumer on the circle refl ects her prefer-
ence. If a product is at distance x from a consumer, the consumer’s reservation price for 
the product is 1–x. The marginal production cost is assumed be to zero but the fi rm incurs 
a fi xed cost F for adding a product to the line. Given those assumptions, if the length of 
the product line is n, it is optimal for the fi rm to position its products evenly around the 
circle. It can be shown that the optimal price for the product line is p 5 1 2 (1/2n ) . The 
market is fully covered at this price, i.e. every consumer purchases the closest product, 
and the total profi t of the fi rm is p 5 1 2 (1/2n ) 2 nF . In this example, the price and 
profi t of the product line increase with its length thanks to the demand effect (as refl ected 
by the term 1/2n), but the total profi t of the product line can also decrease with its length 
due to the cost effect (as refl ected by the term nF). The optimal length of the product line 
is determined by the tradeoff between the demand and cost effects. It can be obtained by 
maximizing the total profi t with regard to n.

In addition to the cost and demand considerations, the strategic consideration by 
fi rms can have a signifi cant impact on product line length and formation. The strategic 
consideration can be from three aspects. First, fi rms’ decisions on product line length and 
formation are infl uenced by their competitive behavior. On the one hand, fi rms facing 
heterogeneous consumers may want to expand their product offerings in order to gain 
positioning advantage. On the other hand, fi rms may want to restrict the length of their 
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product lines in order to avoid head-on competition. Theoretical models on competitive 
product line positioning and pricing generally admit multiple equilibria (Shaked and 
Sutton, 1990). Brander and Eaton (1984) showed that fi rms’ products could either be 
positioned in a compartmentalized fashion, with each fi rm focusing on a segment of the 
market, or in an interlaced fashion, with competition in every fraction of the market. 
The price of each fi rm’s product line is expected to be higher in the fi rst case than in 
the second. The authors further showed that both cases could be Nash equilibrium if 
fi rms made product decisions simultaneously, but the fi rst case would be at equilibrium 
if fi rms made product decisions sequentially. The model in Brander and Eaton (1984) 
assumed that each fi rm was selling a fi xed number of products. This assumption was 
relaxed in Martinez-Giralt and Neven (1988). Their theoretical model showed that fi rms 
would shorten their product line to avoid intense price competition. Therefore a shorter 
product line can be associated with higher price in a competitive setting.

In an empirical study on competition between Procter and Gamble and Lever Brothers 
in the laundry detergent market, Kadiyali et al. (1996) found that fi rms seemed to behave 
in a coordinated way in their product line pricing behavior, with each fi rm positioning its 
strong product as the Stackelberg leader in its strategic interaction with the rival’s weak 
product. In their empirical study on the yogurt category, Kadiyali et al. (1999) also found 
accommodating behavior in product line competition. They showed that a product line 
extension gave the fi rm price-setting power in the market but the prices and profi ts of both 
the extending fi rm and its rival increased after the product line extension.

Second, the product line length decision can be made strategically by fi rms selling 
through channels. In an interesting paper by Bergen et al. (1996), they showed both theo-
retically and empirically that offering a large number of branded variants could reduce 
competition among retailers and lead to high prices and profi ts for both the manufacturer 
and the retailers. The intuition of this result is that consumers incur high shopping costs 
when they compare brands across retailers that carry a large number of branded variants. 
As a result, fewer consumers engage in comparison-shopping across retailers as the number 
of branded variants increases. Consequently, the competition among retailers is softened.

Finally, product line length and formation can be used as a strategic tool for entry 
deterrence, as suggested by Schmalensee (1978). This strategic role of product line length 
implies a higher price for a longer product line as a long product line deters potential 
competitive entry. However, Bayus and Putsis (1999) found that the entry deterrence role 
of product proliferation was not supported by the data used in their empirical study.

4.2  Rationales for the uniform pricing of a product line
As mentioned at the beginning of this section, the products in a horizontally differenti-
ated product line are typically charged with a uniform price, at least at the retail level. 
This is surprising because one would expect both the demand elasticity and the marginal 
production costs to be different for different products in a line. Some explanations have 
been offered in the literature for this puzzling phenomenon. On the supply side, fi rms may 
incur large menu costs (Levy et al., 1997) by setting different prices for different product 
variants. This discourages fi rms from setting non-uniform prices if the gain from price 
discrimination is relatively small. Draganska and Jain (2006) and McMillan (2007) found 
empirical support for this menu-cost-based explanation as they showed that the profi t 
gained from non-uniform pricing was small.
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Several demand-side explanations were also proposed in the literature. Kashyap (1995) 
and Canetti et al. (1998) suggested that many fi rms believe they face a kinked demand 
curve where marginal revenue is discontinuous at some ‘price points’. If the range of 
prices is narrow under the potential non-uniform pricing strategy, such a range may 
contain only one of those price points. Then setting a uniform price at such a price point 
can be optimal. The fairness concern of consumers (Kahneman et al., 1986; Xia et al., 
2004) can also force fi rms to set uniform prices. Consumers may feel that the prices are 
unfair if product varieties with similar perceived costs are charged with different prices.

Finally, the uniform pricing policy can result from fi rms’ strategic interactions in com-
petition. In the context of multi-market competition (which can be analogous to product 
line competition), Corts (1998) showed that fi rms could soften competition by commit-
ting to uniform pricing if they have identical costs but the costs of consumers vary across 
markets. Chen and Cui (2007) suggested that consumers’ fairness concern could serve as a 
commitment mechanism for fi rms to set uniform prices. In contrast to Corts (1998), they 
showed that fi rms could be better off with uniform pricing even if there were no cost vari-
ations across product markets. This is because, besides the competition mitigation effect, 
uniform pricing can have an additional positive effect on fi rms’ profi ts as it can expand 
the market under certain conditions if price elasticity varies across products.

5.  Future research directions
As discussed in the previous sections, researchers from many different disciplines, such 
as marketing, economics, psychology and operations management, have investigated 
various important topics in product line pricing. While much progress has been made in 
the last three decades, many issues relating to product line pricing remain to be studied. 
In this section, I discuss some future research directions that are both important and 
promising in my own opinion.

First, the existing literature on product line pricing has mainly focused on the cases 
where prices are set on per unit base. In reality, however, the total price of a product 
can have both a fi xed fee component and a variable price (per unit price) component. 
A prominent example is the price structure of different wireless phone service plans. 
Danaher (2002) and Iyengar et al. (2007, 2008) conducted some empirical studies in this 
area but theoretical study on this topic is still scarce. Future research is expected to help 
us to better understand the issues relating to pricing product line with a sophisticated 
price structure.

Second, most analytical models on product line pricing are static in nature, even 
though the intertemporal nature of consumer behavior such as variety-seeking and 
brand loyalty can be a key driver for fi rms’ product line decisions. The empirical work by 
Kadiyali et al. (1999) and Sudhir (2001) discussed early in this chapter indicates that the 
dynamic interactions among fi rms can have profound impacts on product line pricing. 
Future analytical research on product line pricing should incorporate some demand- and/
or supply-side dynamic features.

Third, behavioral research has offered important insights on consumers’ reactions 
toward product line pricing practices (Gourville and Soman, 2005; Petroshius and 
Monroe, 1987; Simonson and Tversky, 1992). Future analytical and empirical research 
can benefi t from taking into consideration the behavioral aspects of product line pricing, 
such as the context effect, consumer fairness concern, regret for forgone choices, etc. 
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Orhun (forthcoming) has taken some initiative in this direction with the attempt to 
incorporate the context effect into the model of pricing a vertically differentiated product 
line.

Fourth, as discussed in this chapter, both demand interdependence and cost interde-
pendence among products are critical to the optimal design and pricing of product lines. 
This suggests that integrating the research approaches from operations and market-
ing can be a fruitful research direction (Eliashberg and Steinberg, 1993). As shown in 
Netessine and Taylor (2007), many new insights could be generated by jointly modeling 
the demand side and the production side of product line decisions.

Fifth, even though this chapter discussed the research on pricing the vertically differ-
entiated product line and the horizontally differentiated product line separately, in 
many cases the actual product offerings in a line are differentiated both vertically and 
horizontally. For example, a line of automobiles can be vertically differentiated on their 
engine powers but also horizontally differentiated on colors and other attributes. With 
the exception of Shugan (1989), who showed that fewer horizontal variants are offered 
for high-quality product than for low-quality product, little research has been done to 
address the issue of pricing a product line with its products interacting both vertically and 
horizontally. Future research should fi ll this gap.

Sixth, the number of empirical studies on product line pricing has been far lower than 
the number of theoretical studies. This imbalance is expected to change in future as high-
quality data from many industries become available to academic researchers.

Finally, technology advance and the emerging of the Internet as a marketing platform 
have made it cost-efficient for retailers to offer a great number of varieties in certain 
categories, such as music titles available from iTune, books available from Amazon.com 
and DVDs available from Netfl ix. This phenomenon of having extremely proliferated 
product lines was coined as the ‘long tail’ phenomenon by Anderson (2006). It will be 
interesting for future research to explore the long tail phenomenon and see whether it 
may lead to new product line pricing implications.
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11  The design and pricing of bundles: a review 
of normative guidelines and practical 
approaches
R. Venkatesh and Vijay Mahajan*

Abstract
Bundling, the strategy of marketing products in particular combinations, is growing in signifi -
cance given the boom in high technology and e-commerce. The seller in these instances typically 
has to decide which form of bundling to pursue and how to price the bundle and the individual 
products. We have written this chapter with two main objectives. First, we have sought to draw a 
set of key guidelines for bundling and pricing from a large body of ‘traditional’ literature rooted 
in stylized economic models. Here we have considered factors such as the nature of heteroge-
neity in consumers’ reservation prices, the extent of the underlying correlation in reservation 
prices, the degree of complementarity or substitutability, and the nature of competition. The 
key conclusion is that no one form of bundling is always the best. Second, we have attempted 
to showcase the extant methodologies for bundle design and pricing. The studies that we have 
considered here have an empirical character and pertain to issues of a ‘marketing’ nature. In the 
concluding section, we suggest other avenues for expanding this work.

1.  Overview
Bundling – the strategy of marketing two or more products or services as a specially 
priced package – is a form of nonlinear pricing (Wilson, 1993).1 The literature identifi es 
three alternative bundling strategies. Under the pure components (or unbundling) strat-
egy, the seller offers the products separately (but not as a bundle);2 under pure bundling, 
the seller offers the bundle alone; under mixed bundling, the seller offers the bundle as 
well as the individual items (see Schmalensee, 1984). The seller’s decision involves choos-
ing the particular strategy and the corresponding price(s) that maximize one’s objective 
function. Bundling is signifi cant in both monopolistic and competitive situations, and the 
guidelines often differ.

Although certain seminal papers on bundling are over four decades old (e.g. Stigler, 
1963), the growth in high technology, e-commerce and competition has continually 
given new meaning to bundling. The rationales for bundling or unbundling (or both!) 
come from the fi rm side, demand or consumer side, and the competitor side. The bundles 
themselves could be of complements (e.g. TV with VCR), substitutes (e.g. a two-ticket 
combo to successive baseball games) or independently valued products. Indeed, there 

* The authors thank Vithala Rao and an anonymous reviewer for helpful comments on an 
earlier version of the chapter.

 1 Multipart tariff, another form of nonlinear pricing, is the focus of Chapter 16 in this volume.
2 Although pure components and unbundling are essentially the same, Venkatesh and 

Chatterjee (2006, p. 22) note that unbundling represents ‘the strategic uncoupling of a composite 
product (e.g., a news magazine) into its components’. Pure components is then the slight contrast 
of offering two naturally separate products in their standalone form.
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could be bundles of brands (e.g. Diet Coke with NutraSweet) with more than one vested 
seller for a product.

We have written this chapter with two main objectives. First, we have sought to draw a 
set of key guidelines for bundling and pricing from a large body of ‘traditional’ literature 
rooted in stylized economic models. Second, we have attempted to showcase the work 
of marketing scholars. This work emphasizes practical approaches to bundle design and 
pricing, and includes problems of a ‘marketing’ nature.

The classical work on bundling by economists has predominantly been of a normative 
nature. Related studies have examined the role of fi rm-side drivers such as reduced inven-
tory holding costs by restricting product range (e.g. Eppen et al., 1991), lower sorting 
and processing costs (e.g. Kenney and Klein, 1983), and greater economies of scope 
(e.g. Baumol et al., 1982). Price discrimination is the most widely recognized demand-
side rationale for (mixed) bundling (e.g. Adams and Yellen, 1976; McAfee et al., 1989; 
Schmalensee, 1984). Other demand-side drivers include buyers’ variety-seeking needs 
(e.g. McAlister, 1982), desire to reduce risk and/or search costs (e.g. Hayes, 1987), and 
product interrelatedness in terms of substitutability and complementarity (e.g. Lewbel, 
1985). Competitor-driven considerations are most notably linked to tie-in sales (see 
Carbajo et al., 1990), a predatory bundling strategy in which a monopolist in one category 
leverages that power by bundling a more vulnerable product with it. Table 11.1 provides 
real-world examples for the above-mentioned rationales.

At one level, the traditional economics literature has provided the primary impetus to 
bundling research in marketing, and a subset of marketing articles comprises direct exten-
sions of prior work by economists. On the other hand, and as alluded to earlier, bundling 
research in marketing has proved novel and complementary in the following ways:

New methodologies and empirics ●  While the bundling research in economics is 
characterized by stylized analytical models, research in marketing has led to an 
array of specifi c approaches to aid decision-makers in optimal bundle design and 
pricing. Representative approaches are conjoint analysis (Goldberg et al., 1984), 
balance modeling (Farquhar and Rao, 1976), mixed integer linear programming 
(Hanson and Martin, 1990), probabilistic modeling (Venkatesh and Mahajan, 
1993), and combinatorial methods (e.g. Chung and Rao, 2003). There is a much 
greater emphasis on empirical work in marketing.
‘Marketing’ problems, concepts and issues ●  Research in marketing has brought 
qualitatively different problems and concepts within the purview of bundling, 
an effort boosted by the emergence of e-commerce. Co-branding (Venkatesh 
and Mahajan, 1997) or the strategy of offering a bundle of two or more brands, 
product integration as with copier–printer–scanner–fax machine (see Stremersch 
and Tellis, 2002), and consolidation or bundling of information goods (see Bakos 
and Brynjolfsson, 2000) are examples of what we see as ‘distinctively’ marketing-
type contexts.

While considering the entire spectrum of bundling research, we cite only a representa-
tive subset of articles. We have oriented the chapter toward certain topics only. First, 
we emphasize demand- and competitor-side determinants and implications of bundling 
and pricing. The demand-side factors we consider are the pattern of product demand, 
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correlation in reservation prices across consumers, and the degree of complementarity or 
substitutability. On competition, we contrast the implications of a duopoly in all versus 
a subset of the product categories. On the fi rm side, we consider the number of product 
categories on sale and the level of marginal costs. Second, we draw directly on norma-
tive work in bundling to provide a series of guidelines on optimal bundling and pricing. 
Unless otherwise noted, we treat ‘optimal’ behavior as one that maximizes the seller’s 
profi ts in a monopoly or represents equilibrium outcome in competitive settings. Third, 
we review the extant methods for bundle design and bundle pricing. Our intent here is to 
highlight the purpose and scope of each approach. Fourth, we refrain from technical and 

Table 11.1  Select fi rm-, demand- and competitor-side rationales for (un)bundling

Practical example Illustrative articles

Firm-side rationales
  Lower inventory holding 

costs
Dodge’s decision to cut down 
offerings of the Caravan to a 
few popular ‘bundles’

Eppen et al. (1991)

 Lower sorting costs De Beers selling uncut 
diamonds as a package and 
not individually

Kenney and Klein (1983)

 Greater economies of scope Microsoft integrating the 
development of Windows 
and Internet Explorer 
apparently to reduce costs 
and increase quality

Baumol et al. (1982); Gilbert 
and Katz (2001)

Demand-side rationales
  Price discrimination (also 

related to correlation 
of valuations across 
consumers)

A sports franchise offering 
higher-priced tickets for 
individual events and 
discounted season tickets

Ansari et al. (1996); 
Schmalensee (1984); Venkatesh 
and Mahajan (1993)

  Balance within a portfolio; 
variety-seeking

A TV station or network 
selecting a subset of TV 
programs from a broader set 
of options

Bradlow and Rao (2000); 
Farquhar and Rao (1976); 
Rao et al. (1991)

 Complementarity Offering ski rentals and ski 
lessons as a bundle

Lewbel (1985); Telser (1975); 
Venkatesh and Kamakura 
(2003)

Competitor-side rationales
  Tie-in sales and entry 

deterrence
IBM bundling tabulating 
machines and cards

Carbajo et al. (1990); Whinston 
(1990)

  Aggregation to reduce 
buyer heterogeneity

A larger aggregator of 
information goods 
outbidding a smaller 
competitor

Bakos and Brynjolfsson (2000)

  Enabling competition 
through unbundling to 
facilitate market growth

High-end manufacturer 
de-linking the sales of stereo 
receivers and speakers

Wilson et al. (1990); Kopalle 
et al. (1999)
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analytical details as much as possible. Finally, we overlook a nascent stream of bundling 
research in marketing that is motivated by behavioral decision theory.

In Section 2 we discuss the normative bundling guidelines rooted in classical economic 
theories and axioms. In Section 3 we summarize the key approaches to bundle design and 
pricing. We conclude with a short chapter summary (Section 4).

2.  Normative guidelines on optimal bundling and pricing
By far the largest body of work within the bundling stream is analytical and normative. 
Articles examining demand-side rationales begin with consumers’ valuations for the indi-
vidual products. The value is often assumed to be deterministic. A consumer’s reservation 
price, an operational measure of value, is simply the maximum price the customer is willing 
to pay for one unit of a given product (cf. Schmalensee, 1984).3 The reservation price con-
struct is more nuanced when seen across products for a given consumer, or across consum-
ers. The following two aspects of reservation prices have led to important extensions:

Correlation in reservation prices ●  As price discrimination is a key driver of mixed 
bundling, the heterogeneity in reservation prices across consumers is of central 
importance. Reservation prices across consumers for two products could be 
positively or negatively correlated, or be independent (i.e. uncorrelated). Positive 
correlation could exist when consumers differ on say their income or importance 
for quality. Reservation prices for the bundle are the least heterogeneous when 
component-level reservation prices are perfectly negatively correlated.
(Non-)additivity ●  Additivity means that a consumer’s reservation price for a bundle 
of products is the sum of his or her reservation prices for the individual products. The 
additivity axiom applies for independently valued products only. For complements 
(e.g. ski lesson 1 ski rental), reservation prices are super-additive, i.e. the reservation 
price for the bundle is greater than the sum of the reservation prices for the individual 
products. For a bundle of substitutes, the reservation prices are sub-additive, i.e. the 
bundle reservation price is less than the sum of the product-level reservation prices. 
Super- or sub-additivity is more generally called non-additivity.

How the component-level reservation prices are stylized has a signifi cant bearing on 
the bundling and pricing implications. We see four common characterizations and related 
strengths and weaknesses:

1. Discrete distributions (e.g. Adams and Yellen, 1976; Stigler, 1963; Stremersch and 
Tellis, 2002) Set typically in the two-product case, discrete distributions in bundling 
represent the reservation prices of two to fi ve potential consumers or segments. The 
objective of related studies has been to present key conjectures or highlight short-
comings with specifi c strategies in an anecdotal manner. Comparative statics are 
irrelevant in these cases and the intent is to be illustrative rather than conclusive.

3 A consumer’s reservation price for the second, third, or higher unit of a product is central to 
the stream on quantity discounts – another form of nonlinear pricing. Normative bundling articles 
have typically focused on a consumer’s unit purchase within a category.
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2. Uniform distribution (e.g. Matutes and Regibeau, 1992; Venkatesh and Kamakura, 
2003) This is the analog of the linear demand function. For a two-product case the 
distribution of bundle-level reservation prices would be triangular (i.e. unimodal) or 
trapezoidal. This form is analytically quite tractable, can capture complementarity 
and substitutability, but is not convenient for modeling correlation (except perfect 
positive/negative correlation).

3. Normal (i.e. Gaussian) distribution (e.g. Bakos and Brynjolfsson, 1999; Schmalensee, 
1984) The sum of multiple normal random variables is also normally distributed. 
Thus any number of components can be considered without making the formula-
tion more complicated. The bivariate normal distribution has the ability to capture 
the underlying correlation through a single parameter, a property leveraged by 
Schmalensee (1984). The signifi cant downside is that no closed-form solutions are 
possible for the optimal price(s), thereby requiring numerical analysis.

4. Double exponential distribution (e.g. Anderson and Leruth, 1992; Kopalle et al., 
1999) The appeal of random utility theory and logit choice models extends to 
bundling. Several articles on competition in bundling are rooted in this framework 
and model heterogeneity through the double-exponential distribution. While com-
plementarity or substitutability can be captured in these models, to our knowledge 
none of the extant articles captures correlation in reservation prices across consumers 
through the bivariate double-exponential distribution.

The unit variable costs (or, more generally, the marginal costs) and sub-additivity in 
these costs are two fi rm-side variables that matter. Cost sub-additivity means that the unit 
variable cost of the bundle is less than the sum total of those of the individual items. It 
most often arises from economies of scope. The number of different products making up 
the bundle is also a relevant variable in some settings (e.g. digital goods where the number 
could potentially tend to infi nity).

While most normative articles on bundling assume a monopolistic setting – a supposi-
tion strengthened by the power of bundling to deter competition – the impact of competi-
tion on optimal bundling and pricing is another important research avenue.

We shall consider the above variables and state key extant propositions as guidelines.

2.1  The ‘simplest’ anecdotal cases
As noted earlier, these are based on discrete distributions of reservation prices. The sim-
plest bundling problem in Stigler (1963) in the context of block booking of movies yields 
the following guideline (keeping aside legal aspects):

G1:  For a monopolist offering two independent products with perfectly negatively cor-
related reservation prices across consumers, pure bundling is optimal when mar-
ginal costs are ‘low’.4

Pure bundling works through reduced buyer heterogeneity in bundle reservation 
prices. This benefi t is maximized with perfect negative correlation in reservation prices, 

4 While our guidelines sound defi nitive, by no means do we rule out exceptions.
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and pure bundling extracts the entire surplus, as illustrated in Table 11.2 with a variation 
of Stigler’s example.

In this example, assuming negligible marginal costs, the seller would have netted 
$18 000 under pure components by pricing GW at $7000 and GGG at $2000, leaving 
a surplus of $2000. However, by offering the bundle alone for $10 000, the seller nets 
$20 000, leaving no surplus behind. Mixed bundling collapses to pure bundling (i.e. 
component sales are zero). Proposition P2 in Stremersch and Tellis (2002) reinforces 
this point. Notice that the ‘low’ marginal cost condition is necessary because if, say, the 
marginal cost of each extra copy of the movie is $4000, offering GW alone is optimal. A 
related intuition is discussed below.

Adams and Yellen’s (1976) seminal work focuses on both the profi t and welfare impli-
cations of bundling. Through a number of anecdotal examples the authors show that no 
one strategy – PC, PB or MB – is always the best from profi t and welfare standpoints. 
The following guideline is signifi cant and could be the reason that pure bundling attracts 
much legal scrutiny:

G2:  Pure bundling is more prone to over- or undersupply than pure components and 
mixed bundling.

In support of the guideline, Adams and Yellen point to the difficulty of adhering to 
the principle of ‘exclusion’ with pure bundling in that some individuals whose reserva-
tion prices are less than a product’s marginal cost may end up buying the product. This 
oversupply occurs because pure bundling forces the transfer of consumer surplus from 
one good to another. Undersupply occurs when a consumer who would have bought a 
subset of the components chooses to forego the bundle as buying it would violate indi-
vidual rationality.

2.2  Role of marginal costs
Digitized goods and airline seats are examples of products or services with negligible 
marginal costs. At the other end, electronic equipment and other real hardware have sig-
nifi cant marginal costs in relation to consumers’ willingness to pay. It would be odd if the 
bundling and pricing guidelines for such diverse products were the same. Indeed, while it 
is not uncommon to see marginal costs set to zero for analytical convenience, this section 
underscores that the level of marginal costs has a profound impact on the attractiveness 
of alternative bundling strategies.

We assume here that the reservation prices are additive and the correlation coefficient 
is zero. A commonly used schematic representation of consumers’ reservation prices for 

Table 11.2  An illustration of the power of pure bundling

Customer Reservation price ($) for a week’s rental of

Gone with the Wind 
(GW)

Getting Gertie’s Garter 
(GGG)

GW1GGG

Theater 1 $8000 $2000 $10 000
Theater 2 $7000 $3000 $10 000
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the two product case and their choices is shown in Figure 11.1 for the alternative bundling 
strategies.

The upper bounds of the reservation prices for the individual products can theoreti-
cally approach infi nity. Moreover, the product and bundle prices under mixed bundling 
need not be the same as those under pure components and pure bundling strategies 
respectively. There is no implicit assumption in the diagrams on the density of the bivari-
ate distribution.

Consider the case where unit variable costs are additive:

G3:  For a monopolist offering two products with symmetric Gaussian demand and 
costs:

 (a)  pure bundling is more profi table than pure components when costs are low 
relative to mean willingness to pay; otherwise, pure components is more 
profi table;

 (b)  as in G2, pure bundling makes the buyers worse off due to over- or undersupply;
 (c)  mixed bundling is optimal.

The result comes from Schmalensee (1984). G3(b) is a reinforcement of an earlier 
guideline. In a sense it drives G3(a): while the seller can effectively force the consumers to 
buy the bundle without incurring signifi cant marginal costs, the same is not possible when 
costs are higher. The bundle price would go up signifi cantly to cause severe undersupply; 
therefore the pure components strategy prevails. On G3(c) – the most signifi cant guideline 
– Schmalensee (p. S227) points out how mixed bundling is a ‘powerful price discrimina-
tion device in the Gaussian symmetric case’. This general strategy is able to combine the 
power of pure bundling to reduce buyer heterogeneity and the ability of pure components 
to cater to the high-end consumers of one product who care little for the other.

What if the base demand (for a product) is uniform and not Gaussian? Although the 
uniform and normal distributions can both have low or high standard deviation, given 
two supports on either side of and equidistant from the mean, the uniform distribution is 
thicker than the normal near these supports and thinner at the middle. Loosely speaking, 
the uniform distribution represents greater heterogeneity in reservation prices.

G4:  For a monopolist offering two products with uniform (i.e. linear) demand for 
each:

 (a)  mixed bundling is optimal when marginal costs are low to moderate; pure 
components is optimal when marginal costs are high;

 (b)  component and bundle prices are both increasing in marginal costs; however, 
bundle price increases are nonlinear in costs;

 (c)  when mixed bundling is optimal, the bundle and component prices are weakly 
greater than under the corresponding pure strategies.

Supporting evidence comes from Venkatesh and Kamakura (2003, p. 228). When mar-
ginal costs are low or negligible, demand-side factors dominate. With mixed bundling, 
the bundle is targeted at consumers who on average value both products whereas higher-
priced components are sold to consumers who value one of the products highly but care 
little for the other product. As in Schmalensee (1984), mixed bundling can effectively 
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price-discriminate. However, compared to G3, notice that the domain of optimality of 
mixed bundling is somewhat limited. This relates to the earlier point on the difference 
between uniform and Gaussian demand. Mixed bundling converges to pure compo-
nents when marginal costs are high. On G4(b), the reason for the (non)linear increase in 
product (bundle) price is that the underlying demand function for each product is linear 
whereas that for the bundle has a kink – reservation prices are more concentrated in the 
middle. Unlike component prices that increase linearly in marginal costs, there is benefi t 
from increasing bundle prices somewhat slowly when faced with higher costs. G4(c) is an 
important result on product line pricing. A wider product line – consisting of the bundle 
and the separate components – means that the offerings are weakly closer to consum-
ers’ ideal preferences (than under pure components or pure bundling), and the fi rm can 
charge a higher price compared to a case when it offers only a subset of these items.

While G3 and G4 are relevant when the seller has a limited portfolio of ‘traditional’ 
products with some level of marginal costs, a seller of information goods – which are 
numerous and practically costless – can draw on the following guideline.

G5:  For a monopolist offering a large number of products with zero marginal costs, pure 
bundling is optimal.

The guideline is based on Bakos and Brynjolfsson (1999). The authors draw on the law 
of large numbers to point out that for a bundle made up of many goods whose valuations 
are distributed independently and identically, a considerable fraction of consumers has 
moderate valuations. This fraction approaches unity as the number of goods gets infi -
nitely large. The assumption of zero (or negligible) marginal costs is crucial because the 
authors also point out that there is a marginal cost level beyond which bundling becomes 
less profi table.

It is easy to see that when the marginal cost of the bundle is sub-additive in those of the 
components, the relative attractiveness of pure bundling is likely to increase.

2.3  Role of correlation in valuations
The nature and extent of correlation in reservation prices across consumers for the 
product offerings signifi cantly impacts the power of bundling as a price discrimination 
device.

We rely on Schmalensee (1984) for the following guideline:

G6:  For a monopolist offering two products with symmetric Gaussian demand and costs:
 (a)  the attractiveness of pure bundling increases relative to pure components as the 

correlation coefficient decreases (i.e. tends to 21); however, reservation prices 
need not be negatively correlated for pure bundling to be more profi table;

 (b)  the level of marginal costs in relation to the mean reservation prices of the 
product and bundle moderate the effectiveness of bundle sales relative to 
product sales;

 (c)  as in G3(c), mixed bundling is optimal.

The effectiveness of pure bundling comes from the reduced heterogeneity in reserva-
tion prices for the bundle. G6(a) from Schmalensee (1984) disproves the myth created by 
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anecdotal examples on bundling that a negative correlation in component-level reserva-
tion prices is necessary for reduced bundle-level heterogeneity. With Gaussian demand 
for the individual products, the benefi t of heterogeneity reduction occurs so long as the 
correlation coefficient is less than 11. Of course, with negative correlation the heteroge-
neity reduction is greater, and the domain of attractiveness of pure bundling over pure 
components increases.

A perfectly negative correlation coefficient (of 21) means that the bundle-level reser-
vation prices of all consumers equal the mean value. G6(b) is striking in that even this is 
not enough to lift pure bundling over pure components. Echoing the point in G1, pure 
bundling will yield a negative contribution when the marginal cost of the bundle is greater 
than the mean reservation price. Pure components would prevail.

G6(c) is the succinct generalization from Schmalensee, noted previously in G3. Of 
course, the share of bundle sales relative to individual product sales depends on the degree 
of correlation and the level of marginal costs in relation to willingness to pay. When the 
correlation coefficient approaches 11 (or 21), mixed bundling is expected to converge to 
pure components (or pure bundling). Of course, the caveat in part (b) will apply.

2.4  Role of complementarity or substitutability
By defi nition, reservation prices are super- (or sub-) additive for complements (or substi-
tutes). Guiltinan (1987) proposes at least three possible sources of complementarity: (i) 
search economies, as for oil change performed at the same gas station and at the same 
time as a fi lter change; (ii) enhanced customer satisfaction, as for a ski rental accompanied 
by a lessons package; and (iii) improved total image, as for lawn care services offered with 
shrub care services (also see Oxenfeldt, 1966). Two products are seen as substitutes when 
their benefi ts overlap at least in part (e.g. international business news in the Financial 
Times and The Wall Street Journal) or when they compete for similar resources such as a 
consumer’s time. While it may seem at fi rst glance that complements should be bundled 
and substitutes offered separately, the truth is more nuanced. The normative guidelines 
that follow are from Venkatesh and Kamakura (2003).

We assume for this subsection that reservation prices across consumers for the two 
products are uncorrelated. The unit variable costs are additive:

G7:  For a monopolist offering two complements with uniform (i.e. linear) demand for 
each:

 (a)  pure bundling is more profi table than pure components only when (i) marginal 
costs are low or (ii) the products are strong complements;

 (b)  when all three strategies are available, (i) mixed bundling is optimal for weak 
complements when the marginal costs are low to moderate; (ii) pure compo-
nents is optimal for weak complements when marginal costs are high; (iii) 
pure bundling is optimal for strong complements.

G7(a) underscores that the pure components strategy actually prevails over pure bun-
dling for a wide range of complements, falling short only for strong complements or when 
the marginal costs are low relative to the market’s mean willingness to pay. In the latter 
case (with low marginal costs), the seller has more fl exibility to offer signifi cant discounts 
on the bundle and induce joint purchase. It is exactly the upward pressure on prices due 
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to higher marginal costs that makes pure bundling less profi table than pure components 
for low to moderate complements.

The signifi cance of G7(b) is that while the power of mixed bundling extends to moder-
ate complements also when marginal costs are low, it is not a dominating strategy. For 
strong complements, bundling is so attractive that mixed bundling actually converges to 
pure bundling. On the other hand, when marginal costs are higher, the lowest possible 
bundle price is so high that mixed bundling converges to the pure components strategy; 
offering discounts via the bundle to consumers in the ‘middle’ (i.e. with moderate reserva-
tion prices for both products) is suboptimal.

The following guideline applies for substitutes.

G8:  For a monopolist offering two substitutes with uniform (i.e. linear) demand for 
each:

 (a)  pure components is optimal for strong substitutes and mixed bundling for 
weak substitutes;

 (b)  when marginal costs are higher, the domain of optimality of pure components 
relative to mixed bundling is enlarged;

 (c)  pure bundling is suboptimal.

Part (c) is intuitive yet signifi cant in that enticing consumers with discounts for the 
bundle under the pure bundling strategy is suboptimal for substitutes. A better alternative 
is to focus on consumers who care for one product or the other, and let those who have 
high prices for both products form their own implicit bundles at higher prices. Indeed, dis-
counted bundles are of such limited appeal that mixed bundling converges to pure compo-
nents for all but the weak substitutes, a trend amplifi ed under higher marginal costs.

The underlying mechanism for the above guidelines is evident from the pricing patterns 
discussed below.

G9:  For a monopolist offering two complements or substitutes with uniform (i.e. linear) 
demand for each:

 (a)  under pure components, optimal prices of complements and most substitutes 
are weakly higher than those of independently valued products;

 (b)  under pure bundling, the optimal bundle price is lower for substitutes and 
higher for complements than that for independently valued goods;

 (c)  under mixed bundling, the bundle and component prices are weakly greater 
than under the corresponding pure strategies.

The obvious part of the above guideline is that prices under both pure components 
and pure bundling are increasing in the degree of complementarity; after all, stronger 
complements are more valuable to consumers and higher prices help extract this higher 
value. The interesting aspect is that the optimal prices under pure components are higher 
for substitutes than for independently valued products. Relating back to G8, it actually 
helps not to encourage joint purchase of a suboptimal combination. Because pure bun-
dling lacks this fl exibility (i.e. it can only induce joint purchase), it is dominated. To be 
sure, mixed bundling is still the best for mild substitutes when the marginal costs are low 
to moderate.
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2.5  Role of competition
Besides price discrimination, the rationale most often attributed to bundling is its ability 
to deter a new entrant or dislodge an incumbent. Kodak’s decision to bundle fi lm with 
processing, IBM’s tie-in of tabulating machines and related cards, and the more recent 
example of Microsoft’s integration of Internet Explorer with its Windows/Vista operat-
ing systems are prominent examples. We review a set of proposed guidelines on optimal 
bundling and pricing.

The simplest example of competition is when fi rm 1 enjoys a monopoly in product cat-
egory A but competes with fi rm 2 in a category B. The available products are A1, B1 and 
B2. If fi rm 1 follows pure bundling, a consumer who strongly prefers A1 and B2 is forced 
to buy the bundle A1B1 and the product B2, an obvious case of oversupply. When the two 
product categories are independent of each other, some consumers may buy B2 alone. 
However, if the product categories are strict complements – such as TV and DVD player 
– the power of the tie-in becomes evident. While the Robinson Patman Act prohibits the 
use of pure bundling in B2B settings, the same is not true for B2C contexts, especially 
when fi rm 1 can justify pure bundling as a prerequisite for ensuring overall quality (as 
Kodak was once able to argue). We fi rst look at the simplest case with independent 
demand. All articles cited in this subsection assume uncorrelated valuations across con-
sumers for the products in question.

G10:  Given two product categories with independent uniform (i.e. linear) demand, when a 
monopolist in the fi rst product category faces a competitor in the second category:

 (a)  given a Bertrand game in the second category, the monopolist in the fi rst cat-
egory prefers pure bundling when the marginal cost of the monopoly good is 
‘large enough’ compared to that of the other;

 (b)  the bundle price of the monopolist in the fi rst category is increasing more 
rapidly in the marginal cost of the good in the second category;

 (c)  the competitor’s single product price (for the second product) is higher when the 
monopolist in the fi rst category prefers pure bundling over pure components.

The guideline comes from Carbajo et al. (1990). The authors point out that in equilib-
rium, the monopolist pursuing pure bundling is able to clear consumers with the highest 
reservation prices. Of the remaining consumers, the competitor clears those with the 
higher reservation prices and excludes those with the lowest reservation prices for the 
second product. Had the monopolist pursued pure components, the equilibrium prices 
for the competing products in the second category would have been driven down to mar-
ginal costs. Thus the tie-in actually makes both manufacturers better off while aggregate 
welfare typically suffers.

A more general form of competition is when there is a duopoly in both product categor-
ies (e.g. Matutes and Regibeau, 1992; henceforth MR). Consumers could potentially buy 
two products from the same fi rm (that MR label ‘pure systems’) or mix between the two 
fi rms (i.e. form ‘hybrid systems’ as per MR). The following guideline applies:

G11:  In a two-product duopoly with linear demand for each product:
 (a)  pure components dominates pure bundling when the fi rms offer compatible 

products; otherwise, pure bundling prevails;
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 (b)  for compatible products, the choice between pure components and mixed bun-
dling depends on the consumers’ valuation of their ‘ideal bundle’; when consum-
ers are very particular about their ‘ideal bundle’, pure components is better.

The guideline comes from MR. Incompatible offerings from the two fi rms would mean 
that the consumer has to make the decision at the system (i.e. bundle) level. Pure bundling 
prevails. However, with compatible offerings from the two fi rms, the customer’s decision 
is driven by his or her preference intensity for an ideal combination – the pair that the 
customer fi nds the most complementary. If the preference intensity for this combina-
tion is very high, the fi rms are better off with pure components, i.e. giving the customer 
the most fl exibility to put together a hybrid system (i.e. a mix of products from the two 
manufacturers) or a pure system as desired. There is no need to offer a discounted bundle 
through mixed bundling because when the complementarity from a pure system is strong 
enough, the customer is self-motivated to buy both products from the same fi rm.

Anderson and Leruth (1992) look at a variation of the above problem in which the 
products from different fi rms are assumed to be compatible but the heterogeneity in 
valuations of each product is captured by the double-exponential distribution. Broadly 
echoing MR, Anderson and Leruth fi nd that if fi rms can commit to a pricing strategy 
before setting prices, pure components will be the equilibrium strategy for both fi rms; 
otherwise, each fi rm will pursue mixed bundling.

Building on the above, Kopalle et al. (1999) consider the possibility of market expan-
sion (i.e. an unsaturated market). The key conclusion is that the equilibrium strategies of 
the fi rms shift from mixed bundling to pure components when there is limited opportu-
nity for market expansion. The rationale is that when the market is less saturated, each 
fi rm can entice more customers by offering a wider product line (i.e. offer both the bundle 
and the individual products). With saturation, the incentive to entice customers with the 
discounted bundle is removed.

Given a large number of products in the context of the information economy, we have:

G12:  In a duopoly between bundlers of goods with zero marginal costs and i.i.d. reserva-
tion prices:

 (a)  the fi rm offering the larger bundle will fi nd it more profi table to add an outside 
good;

 (b)  by extension, a fi rm bundling information goods will be able to deter or dis-
lodge a fi rm that offers a single information good.

The results are from Bakos and Brynjolfsson (2000), and build on their 1999 study. 
They invoke the law of large numbers to demonstrate that a fi rm with a larger bundle of 
‘costless’ information goods is better able to reduce heterogeneity in consumers’ valua-
tions. Therefore, in a competition between two fi rms offering bundles of n1 versus n2 goods 
(n1 > n2), fi rm 1 would be better able to extract the consumers’ surplus and hence would 
fi nd it more profi table. The greater power of the larger bundler lets it deter a prospective 
entrant or dislodge an incumbent fi rm.

Table 11.3 contains a summary of our above guidelines, the underlying drivers for each 
guideline, and the articles that provide the supporting evidence.

We see additional linkages such as the following among the above guidelines. Higher 
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marginal costs appear to increase the signifi cance of the individual components vis-à-vis 
the bundle (and vice versa). This explains why guideline G4(a) on the superiority of pure 
components over pure bundling for independently valued products with high marginal 
costs extends even to moderate complements (G7(a)). While the power of pure bundling 
comes from reduced heterogeneity in the reservation prices for the bundle, guidelines G1 
and G6(a) (from Schmalensee, 1984 and Stigler, 1963) together suggest how a negative 
correlation augments this advantage, a point also made by Salinger (1995, p. 98). The 
presence of a large number of low-marginal-cost products also aids in reducing buyer 
heterogeneity for the bundle. Guideline G12 (from Bakos and Brynjolfsson, 2000) points 
out that an aggregator of a larger number of low-cost products can wield greater power 
through pure bundling compared to a smaller rival.

3.  Approaches for bundle design and pricing
At one level, bundling is a product line decision. Therefore product line design and 
product line pricing approaches have some relevance to bundling. On the other hand, 
bundling is different from a product line problem because the latter involves a set of 
‘similar’ or substitute products, such as the line of Toyota cars. The products that make 
up a bundle could have a broader array of interrelationships such as substitutability, 
independence or complementarity, and positively or negatively correlated reservation 
prices. Farquhar and Rao (1976) point to the need for ‘balance’ among products that 
make up a bundle. McAlister (1982) links consumers’ evaluations of bundles to their 
variety-seeking needs and proposes the concept of attribute satiation as a driver of port-
folio choice. While product line approaches are complicated, approaches to bundling are 
arguably even more challenging (and cumbersome).

Methodological approaches to bundling come in one of two broad types. Design-
oriented approaches (e.g. Bradlow and Rao, 2000; Chung and Rao, 2003; Farquhar and 
Rao, 1976; Goldberg et al., 1984) help identify which among a feasible set of ‘products’ 
should go into the bundle (e.g. the composition of a professional basketball team) or what 
the levels of specifi c attributes should be (e.g. designing the make-up of a hotel in terms of 
the type of room, lounge etc.). Pricing-oriented approaches (e.g. Ansari et al., 1996; Hanson 
and Martin, 1990; Venkatesh and Mahajan, 1993) typically assume a product portfolio and 
propose the prices at which the individual items and/or bundles should be offered.

There is of course a design element to pricing-oriented approaches in the sense that if 
the proposed price of a product is ‘too high’, it essentially means withdrawing the product 
from the fi nal set of offerings. However, the design focus is lacking in the sense that if a 
new component (not in the original portfolio) is added, the model has to be re-estimated 
(see Chung and Rao, 2003, p. 115). Likewise, while a typical design-oriented approach, 
say of Chung and Rao, answers certain pricing questions, its pricing focus is typically 
limited to a subset of strategies – pure bundling in Chung and Rao. By contrast, a compo-
nent level approach, say Hanson and Martin (1990), provides optimal prices for all three 
alternative bundling strategies. Thus the distinction between a design versus a pricing 
emphasis in the extant approaches broadly holds.

Based on Chung and Rao’s classifi cation, design-oriented approaches are more likely 
to be attribute-level approaches (e.g. Bradlow and Rao, 2000) that model the comple-
mentarity among product attributes to capture bundle-level valuation. Pricing-oriented 
approaches are typically component level methodologies (e.g. Hanson and Martin, 1990); 
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that is, they treat ‘components of a bundle as the ultimate unit of analysis in describing 
the utility of the bundle’ (Chung and Rao, 2003, p. 115).

A key input for most pricing-oriented approaches is the consumers’ reservation prices 
for the individual products and the bundle. Indeed, signifi cant bias and/or measure-
ment error in eliciting reservation prices could severely affect the appropriateness of the 
proposed optimal prices. Several recent studies such as Jedidi et al. (2003), Jedidi and 
Zhang (2002), Wang et al. (2007), Wertenbroch and Skiera (2002), and Wuebker and 
Mahajan (1999) propose interesting and effective ways of measuring reservation prices. 
The reader is referred to Chapter 2 in this book by Jedidi and Jagpal on estimating or 
eliciting  reservation prices.

We now discuss representative design- and pricing-oriented approaches to bundling.

3.1  Design-oriented approaches to bundling
The diversity in the bundles to be designed has led to several types of design-oriented 
approaches. Our review focuses on the following routes summarized in Table 11.4:

Hybrid categorical conjoint analysis (Goldberg et al., 1984) ●

Balance model (Farquhar and Rao, 1976) and its later adaptations (e.g. Bradlow  ●

and Rao, 2000; Chung and Rao, 2003) (Rao and colleagues, hereafter)
Co-branding approach (Venkatesh and Mahajan, 1997). ●

Table 11.4 contains the inputs to and outputs from each approach, and its key strengths 
and weaknesses. We devote this subsection to a discussion of the underpinnings of each 
approach.

(Hybrid categorical) conjoint approach Conjoint analysis is a well-established meth-
odology in marketing for evaluating consumers’ preferences for multi-attribute items 
and, in turn, as a product development tool. Goldberg et al.’s (1984, GGW) hybrid 
categorical conjoint approach is an improvement over basic conjoint in that it can deal 
with correlated attributes (e.g. hotel room price is typically correlated with room size) and 
provide bundle combinations and price premiums (i.e. express ‘the price premiums for 
each amenity and also for competing bundles of amenities’, GGW, p. S112). The GGW 
approach is preferable especially when a large number of attributes (401 in their hotel 
context) and attribute levels (1001) are involved.

The ‘hybrid’ aspect of GGW’s approach comes from simplifying the data collection 
task while still accounting for certain individual differences. Each respondent evaluates 
‘the levels of each attribute (one at a time) on some type of desirability scale’ (Wind et 
al., 1989). The respondent is then exposed to a subset of the universal set of profi les so 
that only the main effects and select interactions are estimated. The ‘categorical’ element 
connotes that unlike with ‘ordinal’ approaches such as LINMAP, the dependent vari-
able capturing preference need not be ordered. GGW’s approach is implemented with 
‘dummy variable canonical correlation’.

The balance modeling approach The original balance model and its variants by Rao 
and colleagues have two core premises: one, that the selection of products that go 
into a bundle should consider the interactions among the attributes that defi ne the 
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products; and two, the bundle so chosen should be one that provides the best balance 
of features.

Balance represents the ‘general harmony [among] the parts of anything, springing from 
the observance of just proportion and relation’ (Oxford English Dictionary). Balance, as 
Rao and colleagues note, could come from homogeneity on some attributes and hetero-
geneity on others. Setting aside ‘non-essential’ attributes, the balance approach seeks to 
classify the remaining essential attributes as balancing and non-balancing. Balancing 
attributes can be equibalancing or counterbalancing; consumers seek heterogeneity 
on counterbalancing attributes (e.g. color, as in the assortment of shirts that consum-
ers might like to own) and homogeneity on equibalancing attributes. Non-balancing 
attributes are those on which consumers wish to maximize (or minimize) aggregate scores 
as with quality (or costs).

The seminal paper in the stream by Farquhar and Rao (1976) – implemented in the 
context of scheduling TV programs – takes consumers’ self-explicated measures on a 
series of ‘balance’-related questions (see Table 11.3) and uses linear programming to clas-
sify attributes and select the most balanced bundle(s) from the possible alternatives.

The extension proposed by Bradlow and Rao (2000) relies on a hierarchical Bayesian 
model to implement the balance framework at the level of individual consumers as in their 
magazine or video purchasing behavior. The approach can help managers identify the 
best prospects for pre-existing product assortments as well as identify the specifi c bundle 
that would be appealing to the highest number of customers.

While the above two articles deal with bundle selection in ‘homogeneous’ categories 
(e.g. among television programs), the recent article by Chung and Rao (2003) proposes 
how a bundle of items from across categories could be identifi ed. The approach tackles 
the possible non-comparability among attributes – a problematic issue for the traditional 
balance model. The proposed approach gets consumers’ input to trifurcate attributes as 
comparable, partially comparable and non-comparable. Comparable attributes essen-
tially become system-level attributes with possible interaction. Also, while computing 
sums and dispersion scores, the approach weights the components differently depending 
on their importance. The authors apply their approach to the context of personal com-
puter systems.

Co-branding approach Bundles of co-branded products, such as ‘Lenovo PCs with Intel 
Inside’, represent an emerging class of product combinations. Such bundles arise out of 
fi rms’ motivation to emphasize their core competencies and forge alliances with synergis-
tic partners. Unlike the other examples discussed in this subsection, co-branded bundles 
represent a coming together of two or more fi rms. The Venkatesh and Mahajan (1997, 
VM) approach is suitable for partner selection and pricing in co-branded bundles.

VM note that it would not suffice to consider only the aggregate payoffs from the 
co-branded bundles. Rather, the payoffs attributable to either partner should be distin-
guished because the benefi t or cost from forming the brand alliance could be asymmetric 
depending on the prior reputation of the two brands and the nature of spillover. The 
approach defi nes a positive spillover to a brand as ‘enrichment’ and a negative spillover 
as ‘suppression’. The heterogeneity in consumers’ valuations for the base bundles (those 
between a branded offering and a generic) and in the perceived spillover effects are used to 
identify the best partners, the asymmetric benefi ts to the partners, the optimal prices and 
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premiums for the baseline and co-branded bundles, and the corresponding payoffs. These 
decisions and outcomes are clarifi ed in the context of the personal computer category and 
involving Compaq and Intel.

3.2  Approaches to bundle pricing
We devote this subsection to a discussion of the following three signifi cant and diverse 
approaches to bundle pricing. These are summarized in Table 11.5:

Mixed integer linear programming (Hanson and Martin, 1990) ●

Probabilistic approach (Ansari et al., 1996; Venkatesh and Mahajan, 1993) ●

Choice experiment-based hierarchical Bayesian approach (Jedidi et al., 2003) ●

While each approach’s inputs and outputs, and the key strengths and weaknesses, are 
shown in Table 11.5, our discussion below focuses on the underpinnings and the key 
empirical fi ndings.

Mixed integer linear programming approach Bundle pricing is a particularly compli-
cated problem when the number of products is three or higher. With n distinct products, 
the number of possible offerings – consisting of all standalone products and bundles – is 
2n21. Hanson and Martin’s (1990) mixed integer linear programming approach is appro-
priate for a monopolist seeking to set the optimal prices for such a large-scale problem, 
given the right inputs.

The approach requires consumers’ (or their segments’) reservation prices and the 
seller’s unit variable costs for all the possible offerings. In the limit, a segment could be 
made up of a single consumer. Making a reasonable set of assumptions, the article fi rst 
establishes that a profi t-maximizing vector of prices exists provided that each customer 
will purchase exactly one product or bundle or neither. A disjunctive approach that 
reduces computational times is used to determine the optimal solution. The approach 
is implemented with survey data on consumers’ preferences for home services such as 
apartment cleaning.

Probabilistic approach While bundling articles typically assume that the key constraint 
at the consumer level is the willingness to pay, the probabilistic approach of Venkatesh 
and Mahajan (1993) and Ansari et al. (1996) is relevant for products such as entertain-
ment or sports events for which other constraints such as available time are also signifi -
cant in consumers’ decision-making. While Venkatesh and Mahajan’s approach is aimed 
at a profi t-maximizing monopolist, Ansari et al. extend it to non-profi ts such as certain 
symphonies and museums. The components in these instances are the individual events or 
games, and the bundle is the package of such events. The single and season ticket prices 
are optimized.

The two studies, based on the same dataset and similar consumer choice processes, 
are probabilistic in the sense that they recognize potential consumers’ uncertainty with 
fi nding the time for temporally dispersed events, even when they may have strong tastes 
for the events in question. The modeling approach translates the dispersion in consum-
ers’ reservation prices for the individual events and the heterogeneity in their time-related 
uncertainty to the bundle level, and provides the optimal single and season ticket prices.
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In the empirical context of a series of entertainment events, Venkatesh and Mahajan 
fi nd that while mixed bundling is more profi table, the single and season ticket prices have 
to be optimized simultaneously. That is, starting with the optimal price from pure bun-
dling (say) and sequentially determining the component prices is likely to be suboptimal. 
Also, ignoring the heterogeneity in available time is likely to bias the prices signifi cantly 
upward. Ansari et al. fi nd that a non-profi t is likely to offer more events and set lower 
prices. As increasing total attendance is more important for non-profi ts, pure bundling 
becomes more attractive than pure components.

Choice experiment-based hierarchical Bayesian approach The above two types of 
approaches assume that consumers’ reservation prices are available, through the use of 
other approaches. Jedidi et al.’s (2003) choice experiment-based hierarchical Bayesian 
approach is apt when the seller wishes to arrive at the multivariate distribution of res-
ervation prices for the bundle(s) and the component products, and then apply a built-in 
algorithmic procedure to arrive at product line prices.

The estimation of the multivariate reservation prices consists of two steps. A (hybrid) 
choice-based experiment makes up the fi rst step to infer respondents’ reservation prices. 
This part includes a no-purchase option which helps capture competitive and reference 
price effects, and obtain ‘dollarmetric reservation prices’ (Jedidi et al., 2003, p. 111). With 
the choice information and the corresponding price points from the fi rst step, and with 
the assumption that the true distribution of reservation prices for the offerings is multi-
variate normal, a hierarchical Bayesian framework is used to estimate the parameters of 
the joint posterior distribution. Any non-additivity in bundle-level valuations is captured 
under this approach. The optimization algorithm to obtain the optimal prices of the 
product line is routine, and requires as input the marginal costs of the various offerings.

The above study by Jedidi et al. yields the following empirical results: charging high 
prices for the bundle(s) and the individual products is profi t maximizing only when there 
is considerable heterogeneity in the valuations of these offerings. Otherwise, specifi c 
products/bundle(s) have to be priced low.

4.  Conclusion
Consumers often purchase baskets of products from across product categories. Even 
when they plan to buy integrated products such as a car, they evaluate its components and 
how these interact. It is this issue of interrelationships among products that lends meaning 
and power to the strategy of bundling. Of course, the seller’s own desire to reduce costs, 
increase efficiencies and challenge competition gives added meaning to bundling.

Our objective in this chapter has been to review and synthesize the extant literature on 
the design and pricing of product bundles. We have looked at the normative guidelines 
for bundling and pricing as well as the empirical approaches to actually design or price 
product bundles. Our conclusion from a normative angle is that mixed bundling does not 
always trump pure bundling and pure components. Indeed, depending on factors such 
as marginal costs, correlation in reservation prices, complementarity or substitutability, 
and competition, it may be appealing to the seller to pursue pure components or pure 
bundling. On the practical approaches, the seller has to be clear about the issues s/he is 
facing because different approaches apply depending on whether the focus is on design 
or pricing. Other deciding factors are the number of products in the portfolio, whether 
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these products are predetermined or have to be identifi ed, type of data that are available 
or can be collected, and so on.

Space constraints have forced us to leave out several other exciting domains of bundling 
research. Among them are behavioral approaches to bundling that draw on behavioral deci-
sion theory and experimental evidence to argue that the assumptions of classical economics 
may not always hold. For example, Soman and Gourville (2001) show that for bundles of 
temporally dispersed events (e.g. a four-day ski pass), consumers’ likelihood of attending 
later events (e.g. skiing on the fourth day) is lower than that for earlier events. The authors 
draw on the sunk cost literature to propose ‘transaction decoupling’ as the underlying theo-
retical rationale. Soman and Gourville’s fi ndings point to a research opportunity for model-
ers to propose an approach for overselling and pricing later events in a series. Separately, 
on the topic of price framing, Yadav and Monroe (1993) fi nd that consumers separate 
the savings from a bundle into two parts – savings on the individual items if purchased 
separately, and the additional savings from buying the bundle. An implication is that even 
when pure bundling is the optimal strategy, a seller should consider offering the individual 
components as decoys that make the bundle more attractive than what rational behavior 
might suggest. Analytical research would benefi t by recognizing these perspectives.

While we have drawn on some bundling articles motivated by e-commerce, there are 
several other relevant contributions to bundling (e.g. Rusmevichientong et al., 2006; 
Venkatesh and Chatterjee, 2006). Indeed, real-world developments in e-commerce and 
technology offer exciting opportunities for future work on bundling. We urge a closer 
look at these research avenues.
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12  Pricing of national brands versus store brands: 
market power components, fi ndings and research 
opportunities
Koen Pauwels and Shuba Srinivasan*

Abstract
Among the most important activities for supermarket retailers is the creation and marketing 
of store brands, also known as private label brands. Given the increasing quality-equivalence 
between national brands and store brands, they have become direct competitors, and pricing 
decisions should take this into account. In most cases, national brands still possess some degree 
of pricing and market power over store brands. In this chapter, we defi ne three components of 
market power for national brands versus store brands: (1) price premium; (2) volume premium; 
and (3) margin premium. Our chapter proceeds along the following lines. First, we delineate 
the factors that are the most important drivers of the three components of premium. Second, 
we discuss managerial implications about key success factors in the pricing of national brands 
and store brands. A key contribution of this chapter is that we incorporate emerging insights 
from the marketing literature on the pricing and market power of national brands versus store 
brands. Finally, we conclude by offering important future research directions.

1.  Introduction

1.1  Importance of store brands
One of the most important activities for supermarket retailers is the creation and market-
ing of store brands, also known as own labels, distributor-owned brands or private labels. 
Although store brands have been around for about a century, despite some exceptions 
(such as Marks & Spencer’s St Michael brand), store brands were seen as poor cousins 
to the manufacturer brands, with a small market share that was considered unlikely 
to become signifi cant. Recently, store brands have enjoyed tremendous success at the 
expense of national brands. For example, in an analysis of over 225 categories during 
the period 1987 to 1994, Hoch and Lodish (2001) found that the average annual share of 
sales for store brands increased by 1.12 percent, while the average shares of the top three 
national brands in each category fell by 0.20 percent. According to the Private Label 
Manufacturers’ Association (PLMA), store brands now account for one in every fi ve 
items sold in US supermarkets and represent nearly a $50 billion segment of the retailing 
business (Hansen et al., 2006). This trend has also occurred in international markets. A 
striking example is Germany, Europe’s largest and the world’s third-largest economy. 
Over the last three decades, store brand share tripled from 12 percent to 34 percent. 
Worldwide, the six largest retailers obtain between 24 percent and 50 percent of their 
revenue from store brands, while the tenth-largest retailer, Aldi, stocks its stores almost 
exclusively with store brands (Kumar and Steenkamp, 2007, p. 3).

* The authors are listed in alphabetical order. The authors thank Marnik Dekimpe, Vincent Nijs, 
Raj Sethuraman, the editor and an anonymous reviewer for their excellent input and suggestions.
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No longer are store brands only for recessionary times, to be discarded once the economy 
has picked up again (Lamey et al., 2007). Although traditionally store brands were per-
ceived to be low-quality brands and inexpensive versions of generics, they have made great 
strides in quality in recent years (Quelch and Harding, 1996; Dunne and Narasimhan, 
1999). Increasingly, retailers are differentiating themselves and building customer loyalty 
by offering quality products that are unavailable elsewhere, for example through multi-
tiered offerings such as premium versus value store brands (Zimmerman et al., 2007). For 
instance, Consumer Reports magazine ranked Winn-Dixie’s chocolate ice cream ahead of 
Breyers, Wal-Mart’s Sam’s Choice better than Tide detergent, and Kroger’s potato chips 
tastier than Ruffles and Pringles. At the 2005 annual Christmas wine Oscars in the UK, 
Tesco Premier Cru, at less than £15 a bottle, was named the best non-vintage champagne. 
It beat in blind taste tests famous names such as Taittinger and Lanson that can cost twice 
as much. A German study across 50 consumer product categories (reported in Kapferer, 
2003) found that in over half of these categories, the hard discounter store brands (e.g. 
Aldi, Lidl) rivaled or exceeded the quality of manufacturer brands. A US study (Apelbaum 
et al., 2003) reports that the average quality of store brands exceeds the average quality 
of national brands in 22 out of 78 categories. In sum, store brands are becoming largely 
quality-equivalent to national brands (Soberman and Parker, 2006), although national 
brand manufacturers have been slow to face up to this new market reality in their planning 
and marketing decisions (Kumar and Steenkamp, 2007).

From a strategic pricing perspective, three sets of players are affected by store brands 
and interact to create their net impact: (i) the retailers, (ii) the manufacturers, and (iii) 
the consumers. For the retailers, store brands typically provide greater (percentage) 
margins (Hoch and Banerji, 1993; Sayman et al., 2002; Narasimhan and Wilcox, 1998; 
Pauwels and Srinivasan, 2004). Since store brands by defi nition can be exclusively sold by 
the retailer that carries them, many retailers attempt to use this exclusivity to differenti-
ate themselves from the competition (Ailawadi et al., 2008; Walters and Rinne, 1986). 
Moreover, store brands change the retailer–national brand manufacturer interaction 
from one of cooperation to one of competition for consumer dollars (Chintagunta et 
al., 2002). Retailer performance is linked to all the brands in the category (Raju, 1992; 
Sayman et al., 2002), and, as such, this changing competitive environment may induce 
reconsideration of how store brands and national brands should be priced. Indeed, cat-
egories with larger store brand share tend to get more retailer pricing attention with more 
extensive use of demand-based pricing rather than past-price dependence and higher-
category profi ts (Nijs et al., 2007; Srinivasan et al., 2008).

For the national brand manufacturers, the growing competitive element in the manu-
facturer–retailer relationship may change the strategic interaction between the two parties 
(Mills, 1995; Steiner, 2004). For example, national brand manufacturers may increasingly 
respond to store brands with changes in regular prices (Hauser and Shugan, 1983) and 
with changes in price promotions (Lal, 1990; Quelch and Harding, 1996). The advent of 
‘premium’ store brands adds quality competition to the picture and brings the fi ght from 
lower-tier national brand to premium-tier national brands (Kumar and Steenkamp, 2007; 
Pauwels and Srinivasan, 2004). Therefore national brands increasingly fi nd themselves in 
a battle for market share with their own customers: retailers.

The responses of consumers defi ne the demand side. Store brands often make it more 
affordable to buy into the category, and thus may increase primary demand, creating 
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room for win–win scenarios among entrant and incumbent brands (Hauser and Shugan, 
1983). Alternatively, the introduction of store brands may result in brand switching, 
drawing buyers away from the existing brands (Dekimpe et al., 1997; Srinivasan et al., 
2000). Moreover, long-term price sensitivity may change due to the different competitive 
market structure over time.

Given the increasing quality-equivalence between national brands and store brands, 
they have become direct competitors, and their pricing decisions should take this into 
account. In most cases, national brands still possess some degree of market power 
over store brands. In this chapter, we identify the components of such power: (1) price 
premium, (2) volume premium, and (3) margin premium. We discuss the main drivers of 
these components and their implications for retailers and national brand manufacturers. 
To this end, we draw upon the extant literature in marketing and economics on national 
brands versus store brands.

2.  Framework for pricing national brands versus store brands
In industrial economics, a brand is said to have market power when it is able to charge 
prices exceeding marginal costs (Besanko and Braeutigam, 2005). In a perfectly competi-
tive market, price equals marginal costs, and brands have no market power. However, 
producers of differentiated products (and monopolists) will, in general, be able to charge 
prices that exceed marginal costs, and, hence, have market power. In the context of the 
packaged goods industry, the relative market power of retailers versus manufacturers 
determines how total channel profi t is split between the two (e.g. Kadiyali et al., 2000).

Market power of national brands can arise from a variety of sources. Two natural 
dimensions are the ability to outprice and outsell the store brand, and can be measured 
as the price and volume premium, respectively (Ailawadi and Harlam, 2004).

2.1  Price premium
We defi ne the price premium1 as the difference in price between a specifi c national brand 
and a corresponding specifi c store brand offered by the retailer:

 Price premiumNB 5 PriceNB 2 PriceSB (12.1)

2.2  Volume premium
We defi ne the volume premium as the difference in the volume between a specifi c national 
brand2 and a corresponding specifi c store brand offered by the retailer:

1 This metric is based on the price premium charged in the market and is not the same as the 
price premium metric commonly used in the literature. The latter is defi ned as the maximum price 
consumers will pay for a national brand relative to a store brand expressed as the proportionate 
price differential that consumers report that they are willing to pay for a national brand over a 
private label, and is usually obtained from survey data (Sethuraman and Cole, 1999).

2 Moreover, it is important to note that typically, only leading national brands in a category 
command a volume premium over the private label good. For the other national brands in the 
category, the situation could vary on a case-by-case basis, and the volume premium could well be 
negative for specifi c national brands.
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 Volume premiumNB 5 VolumeNB 2 VolumeSB (12.2)

Both retailers and manufacturers consider the likely impact of their pricing decisions on 
volume premiums, although the many complexities are not yet well understood (Sayman 
and Raju, 2007).

2.3  Margin premium
Ultimately, retailers and manufacturers should make pricing decisions that optimize their 
overall profi ts (Kumar and Steenkamp, 2007; Raju et al., 1995a).

 Retailer margin premiumNB 5 Retailer profit contributionNB

 2 Retailer profit contributionSB (12.3)

 Manufacturer margin premiumNB 5 Mfr profit contributionNB

 2 Mfr profit contributionSB (12.4)

Evidently, the key to price premiums, volume premiums and margin premiums is the 
price/quality positioning of store brands, in relation to the quality and price of national 
brands (Sayman and Raju, 2007). Table 12.1 provides a scheme to understand the extent 
to which three main types of prevalent private label brands, generic private labels, 
copycat private labels and premium private labels differ in terms of their characteristics 
from national brands.

Examples of premium-tier (lower-tier) store brands are Sam’s Choice (Great Value) 
and Archer Farms (Market Pantry) at Wal-Mart and Target, respectively. The most 
common strategy is an imitation or copycat strategy, accounting for more than 50 percent 
of the store brand introductions (Scott Morton and Zettelmeyer, 2004).

2.4  Illustrative numerical example
To illustrate the problem of pricing store brands versus national brands, we consider the 
fi ctional numerical example of a store brand entering a category in a retail store with two 
incumbent national brands with retail prices of $2.00 and $3.00 and wholesale prices of 
$1.50 and $2.00, respectively. In this market, the retailer sells 300 units of each brand, 
yielding category revenues of $1500 and a margin of $450. The retailer considers intro-
ducing a store brand that falls into one of the following three categories:

(a) a generic store brand, SB1 at a price of $1.50; i.e. lower than any other brand;
(b) a copycat store brand SB2 at a price of $2.50; i.e. right in between the national brand 

prices;
(c) a premium store brand, SB3, at a price of $3.00; i.e. at the highest end of the market.

Because of the different quality of the ingredients, these store brand options also differ 
in wholesale price: $0.90 for the generic brand, $1.25 for the copycat brand and $1.80 for 
the premium store brand. How will these options impact short-term retailer revenues, 
manufacturer revenues and category margin? We start from a very simple formal model 
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to derive the initial effect on sales and margin. Consider the Hotelling competitive posi-
tioning model in which consumers are uniformly distributed in their ideal points for 
quality/price positions (e.g. Lilien et al., 1992, p. 233). Figure 12.1 visualizes our pre-entry 
situation, in whom the incumbent national brands split the current number of shoppers 
for whom the buying utility exceeds the price of second-tier national brand NB1. All shop-
pers to the left of this point X1 do not buy in the category (i.e. the ‘outside good’), while 
all customers to the right of point X2 prefer the premium national brand NB2. As usual 
in this model, we assume complete information (i.e. full consumer awareness/knowledge 
of all brands and perceived quality equals objective quality).

What happens when a store brand gets introduced into this market? When the retailer 
enters with the generic store brand SB1, it expands the category by moving X1 to the left 
(from X1 to X19). Moreover, it steals share from NB1, not from NB2. In contrast, enter-
ing with the copycat SB2 does not expand the category. Instead, the introduction steals 
share from both NB1 and NB2. Finally, premium-tier brand SB3 competes directly with 
the premium national brand NB2 and steals share from it. Table 12.2 calculates how the 
three options differently impact key performance indicators for retailers, consumers and 
manufacturers.

Table 12.1  Price premium, volume premium and margin premium of national brand 
versus store brand

Examples Characteristics Illustrative 
papers

Price premium Volume 
premium

Margin 
premium

Generic store 
brands

No brand 
name products 
Example – 
generic sugar

Steenkamp 
and Kumar 
(2007)

Large; sell 
20%–50% 
below 
national 
brand

Moderate 
to high, 
depending 
on price 
sensitivity 
of potential 
customers

High; they have 
a very low price 
and suffer from 
low margins 
relative to 
national brands

Copycat 
brands

Me-too brand 
copying a 
strong brand 
leader
Example – 
Walgreens 
Shampoo

Pauwels and 
Srinivasan 
(2004)
Soberman 
and Parker 
(2006)
Sayman et al. 
(2002)

Moderate; 
5%–25% 
below 
national 
brand

Moderate 
to low, 
depending on 
the copycat 
execution and 
the loyalty for 
the emulated 
brand

Moderate; their 
cost structure 
is similar 
to imitated 
national brands

Premium 
store brands

Premium 
store brand 
offered as best 
products on 
market
Example – 
Archer Farms 
(Target)

Corstjens and 
Lal (2000)
Steenkamp 
and Kumar 
(2007)

Zero or even 
negative; 
sometimes 
priced higher 
than national 
brands

Moderate 
to high, 
depending on 
the retailer’s 
ability to 
convince 
consumers of 
premium-tier 
status

Moderate to 
low; critically 
depends on 
sales success 
given similar 
retail and 
wholesale 
price



Pricing of national brands versus store brands   263

2.4.1 Retailer’s perspective When the generic store brand SB1 is introduced, it obtains 
200 customers and a healthy margin of $120. For the total category, demand grows 
from 600 to 650, and retailer gross margin increases from $450 to $495. In contrast, the 
copycat store brand does not expand category demand and obtains a smaller customer 
base (100), but with a higher store brand margin of $125. Category margin grows to $500. 
Finally, the premium store brand does not expand demand but obtains a customer base 
of 150 and obtains the highest store brand margin ($180). However, retailer category 
margin increases only to $480. Thus it appears that in this case, the copycat store brand 
strategy yields the highest contribution to retailer profi ts. The important point is that this 
revelation of the optimal store brand strategy for the retailer requires a category manage-
ment perspective; it would not derive from a simple assessment of the sales and margin 
contribution of the store brand itself. Indeed, the generic store brand is the clear winner 
in terms of store brand sales and category traffic, while the premium option yields the 
highest margin from the store brand itself.

2.4.2 Consumer’s perspective From the consumer’s perspective, the average price 
before the introduction is $2.50. This average price stays the same for the copycat and 
premium store brand options but lowers to $2.30 with the introduction of the generic 
store brand. Thus price-sensitive shoppers, in particular those that now become new-
category customers, benefi t from the generic store brand introduction, leading to cat-
egory expansion. No such benefi t occurs for the copycat brand and, in our example, for 
the premium store brand. We return later to possible store loyalty effects of high-quality 
store brands.

2.4.3 Manufacturer’s perspective Store brand entry hurts the sales of at least one 
national brand in our example, with the extent of the damage depending on store brand 
price/quality positioning. Would supplying the store brand overcome the margin loss for 

Sales to NB1 Sales to NB2

Distribution
of shopper
ideal points 

200

X2

SB3

NB1

SB1

NB2

SB2

X1

100 50 150 50 50 250 

X' 1

Figure 12.1 Simple model of sales of national brands versus store brands
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the national brand manufacturer? This appears unlikely given the competitive nature 
of the store brand procurement market (Kumar and Steenkamp, 2007). In all of our 
scenarios, the manufacturer margin on the national brand remains higher than that for 
the store brand (which is $40, $25 and $45). Table 12.3 shows the components of price 
premium, volume premium and retailer margin premium of each national brand over the 
three store brand options.

Even in this stylized example, the observed scenarios are relatively complex: national 
brands may have positive or negative price premium, volume premium and margin 
premium over a store brand. And, of course, actual markets involve several issues that 
further infl uence the impact of store brands, including (1) varying retailer success in 
bridging the gap between perceived versus objective store brand quality, (2) consumer 

Table 12.2  Illustrative example on pricing of national versus store brands

Variable Retailers Manufacturers

Store brands National brands

SB1 SB2 SB3 NB1 NB2

Retail price $1.50 $2.50 $3.00 $2.00 $3.00
Wholesale price $0.90 $1.25 $1.80 $1.50 $2.00
Manufacturer cost $0.70 $1.00 $1.50 $1.00 $1.50

Before introduction
Sales 300 300
Manufacturer revenue $450 $600
Retailer revenue $600 $900
Retailer margin $150 $300
Category sales = 600, retailer category revenues = $1500, retailer category margin = $450

After introduction of SB1 (generic store brand)
Sales  200 150 300
Manufacturer revenue $180 $225 $600
Retailer revenue $300 $300 $900
Retailer margin $120 $75 $300
Category sales = 650, retailer category revenues = $1500, retailer category margin = $495

After introduction of SB2 (copycat store brand)
Sales 100 250 250
Manufacturer revenue $125 $375 $500
Retailer revenue $250 $500 $750
Retailer margin $125 $125 $250
Category sales = 600, retailer category revenues = $1500, retailer category margin = $500

After introduction of SB3 (Premium store brand)
Sales 150 300 150
Manufacturer revenue $270 $450 $300
Retailer revenue $450 $600 $450
Retailer margin $180 $150 $150
Category sales = 600 retailer category revenues = $1500, retailer category margin = $480
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involvement with and perceived risk in the category and (3) national brand manufactur-
ers’ reaction in terms of product, price and advertising. We next turn to these drivers of 
the premium components.

3.  Findings on pricing of national brands versus store brands
Despite the high and increasing importance of store brands for both retailers and manu-
facturers, we have seen relatively little academic research on pricing of national brands 
versus store brands. This is probably because of the mindset of both marketing academi-
cians and executives in manufacturer companies, who tend to consider store brands as 
inferior goods and hence focus on competition between national brands (Kumar and 
Steenkamp, 2007). As a result, we believe it is too early to give exact recommendations 
on how to price national brands versus store brands. However, as argued, this decision 
will depend on the three components of market power. The last two decades have yielded 
infl uential articles on the importance, presence and drivers of the three premiums men-
tioned, as shown in Table 12.4.

Table 12.5 shows how the various drivers infl uence price, volume and margin premi-
ums, and also offers some generalizations on these effects in the last column. Clearly, this 
is an area where more research is needed to make specifi c predictions on pricing, so we 
conclude in Section 4 with suggestions for future research.

3.1  Price premium

3.1.1 Importance The price premium of a national brand over a store brand is of major 
importance to both manufacturers and retailers (Hoch and Banerji, 1993). In the absence 
of pricing mistakes, it refl ects consumer willingness to pay for the different brands. For 
manufacturers, keeping consumer prices high is a main objective. Consider the typical 
economics of a S&P500 company (Kumar and Steenkamp, 2007): 19.2 percent of all 
revenues are needed to cover fi xed costs, 68.3 percent to cover variables costs, leaving a 
profi t margin of 12.5 percent. All other things equal, a price increase of 2 percent would 

Table 12.3  Illustrative example on pricing of national versus store brands

Examples Price Premium Volume Premium Margin Premium

After introduction of SB1 (generic 
store brand)
Second-tier national brand (NB1) $0.50 250 2$45
Premium-tier national brand (NB2) $1.50 100 $180

After introduction of SB2 (copycat 
store brand)
Second-tier national brand (NB1) 2$0.50 150 $0
Premium-tier national brand (NB2) $0.50 150 $125

After introduction of SB3 (premium 
store brand)
Second-tier national brand (NB1) 2$1.00 150 2$30
Premium-tier national brand (NB2) $0.00 0 2$30
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Table 12.4  Illustrative papers on price, volume and margin premiums

Paper – authors/
year of study

Substantive 
issue

Data Key contribution

1.  Price premium
Raju et al. (1995a) Decision to 

introduce a store 
brand into a 
category

IRI data on 
438 product 
categories

Store brands are more likely to be 
introduced in categories where the 
price competition is low, and when 
the number of national brands is high.

Raju et al. 
(1995b)

Price differential 
of national 
brands

Numerical 
simulations of 
data

Results show that a store brand can 
obtain a high market share even 
with a low price differential when the 
cross-price sensitivity is high.

Hoch and Lodish 
(2001)

Optimal price 
gap

Two consumer 
studies and 
two in-market 
pricing tests

Most retailers would improve 
profi ts by maintaining national 
brand pricing and closing the gap by 
raising store brand prices.

Sethuraman and 
Cole (1999)

Factors 
infl uencing the 
price premium

Random 
survey of 350 
households

Perceived quality differential is 
the most important driver of price 
premiums.

Apelbaum et al. 
(2003)

Extent to 
which quality 
premiums drive 
price premiums

Consumer 
Reports data 
for 78 product 
categories

For 75% of the categories 
considered, the average quality of 
national brands was higher than 
that of store brands, and price 
premiums for national brands 
prevail regardless of their command 
of quality premium or not.

Sayman et al. 
(2002)

Retailer’s 
store brand 
positioning 
problem

Data from 
19 product 
categories

In categories with high-quality 
store brands, the store brand and 
the leading national brand compete 
more intensely with each other than 
with the secondary national brand.

2.  Volume premium
Hoch and Banerji 
(1993)

Cross-category 
differences in 
private label 
share

185 grocery 
categories

Six variables (quality relative to 
national brands, quality variability, 
category revenue, percentage 
gross margins, number of national 
brand manufacturers, and national 
advertising expenses) explain 70% of 
the variance in market shares.

Dhar and Hoch 
(1997)

Store brand 
penetration 
variations across 
retailers

34 food 
categories for 
106 major 
chains

Store brand penetration increases 
with retailer size, commitment to 
quality, category expertise, the use 
of own name on the store brands, 
breadth of store brand offerings, 
premium store brand offerings, and 
promotional support for the store 
brand.
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thus raise profi ts by 16 percent, and vice versa. Evidently, the net effect will depend on the 
resulting volume changes, and manufacturers need to understand both own and cross-
price elasticities in the market, including that of their brand with the store brand. For 
retailers, the price premium, also known as the price gap between a national brand and the 
store brand, is a key driver of the gross dollar margin from the store brand, but also of the 
total category’s profi t to the retailer. Papers in economics have argued that the magnitude 
of the ratio of national brand to store brand prices can be used to measure the markup of 
the retailer (Scherer and Ross, 1990; Carlton and Perloff, 1994; Barsky et al., 2001).

3.1.2 Presence In all studied countries, even those leading in store brand quality 
and penetration, a price premium still exists between national brands and store brands 

Table 12.4 (continued)

Paper – authors/
year of study

Substantive 
issue

Data Key contribution

Hansen et al. 
(2006)

Drivers of store 
brand purchase 
across categories

10 food and 
non-food 
product 
categories

Household-level traits which 
are no-category-specifi c explain 
variation in store brand shares 
across categories.

Cotterill et al. 
(2000)

Factors that 
drive market 
shares of private 
label brands

143 food 
categories in 
59 geographic 
markets

Feature and display promotions are 
more effective than price cuts for 
private labels to gain share from 
national brands.

Deleersnyder et 
al. (2005)

Factors that 
drive national 
brand success

400 brands in 
6 stores in 3 
countries

Large price gaps benefi t both 
manufacturers and retailers since 
they signal that the brands are 
targeted at different consumers/
purchase occasions.

Erdem et al. 
(2004)

Factors that 
drive store 
brand shares

Scanner data 
for 3 countries 
(UK, USA, and 
Spain)

Quality uncertainty is the key 
determinant of store brand market 
share across countries, more 
important than price sensitivity.

3.  Margin premium
Ailawadi and 
Harlam (2004)

The effect of 
store brand 
share on 
margins of the 
retailer

Retail data from 
a grocery and a 
drug retail chain 
for multiple 
categories

Retailers’ percentage margin on 
store brands is higher than on 
national brands, even though dollar 
margin per unit may be lower for 
store brands.

Pauwels and 
Srinivasan (2004)

Impact of store 
brand entry on 
retailer margins

Data from 4 
food and non-
food categories 
with store brand 
entry

Store brand entry raises retailers’ 
margins due to high unit margins 
on the store brand as well as on the 
national brands.

Ailawadi et al. 
(2008)

Impact of store 
brand use on 
store loyalty

Consumer hand-
scan panel: all 
categories

Store brand use and store loyalty 
(share of wallet) have an inverted 
U-shaped relationship.
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Table 12.5  Generalizations on drivers of price premiums, volume premiums and margin 
premiums

Premium components Drivers Illustrative papers Generalization

A.  Price premium Perceived quality Sethuraman and 
Cole (1999); Hoch 
and Banerji (1993); 
Apelbaum et al. 
(2003)

Brands with higher 
perceived quality 
command higher price 
premiums.

Innovation Pauwels and 
Srinivasan (2004); 
Steiner (2004)

Innovative national 
brands command 
higher price 
premiums.

Imagery/feelings Wills and Mueller 
(1989); Connor and 
Peterson (1992)

Brands high on imagery 
command higher price 
premiums.

Promotional activity Cotterill et al. (2000) Higher price 
promotional activity 
in a category leads to 
lower price premiums.

Category 
characteristics

Ailawadi et al. 
(2008); Steenkamp 
and Dekimpe (1997)

Category characteristics 
are related to price 
premiums.

Retailer store brand 
strategy

Meza and Sudhir 
(2002); Soberman 
and Parker (2006)

Price premiums of 
national are largest vs 
generic store brands, 
followed by copy-cat 
brands and least vs 
premium store brands.

B.  Volume premium Prices of national vs 
private labels

Dhar and Hoch 
(1997); Hoch and 
Lodish (2001); 
Geyskens et al. 
(2007)

Negative impact 
for within-category 
changes; positive 
impact across 
categories as high-
selling store brands 
allow the retailer to 
charge more.

Availability of 
brands

Srinivasan et al. 
(2004); Ailawadi et 
al. (2008); Kumar 
and Steenkamp 
(2007)

Availability of popular 
national brands drives 
volume premiums.

Usage occasions Pauwels and Joshi 
(2007)

Volume premium 
depends on usage 
occasions.

C.  Margin premium Wholesale prices Ailawadi (2001); 
Sethuraman (2006); 
Ailawadi and 
Harlam (2004)

Higher wholesale prices 
of national brands 
result in lower margin 
premiums.
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in general (Pauwels and Srinivasan, 2004; Dhar and Hoch, 1997). Based on IRI 
(Information Resources Inc.) pricing data, the current price premiums across all US 
retailers between national and store brands is about 25–30 percent (Hoch and Lodish, 
2001). Kumar and Steenkamp (2007) report an average price premium of 37 percent 
in situations where the store brand is quality-equivalent with the national brand. 
Moreover, Apelbaum et al. (2003) report a 29 percent price premium in categories where 
average store brand quality exceeds average national brand quality and a 50 percent 
price premium in other categories. However, this price premium appears under siege. 
For instance, a recent survey by AC Nielsen (2005) revealed that only 29 percent of US 
consumers agree that manufacturer brands are worth the price premium. Several driving 
forces may explain why the price premium has been going down over time (Kumar and 
Steenkamp, 2007).

3.1.3 Drivers of price premium In general, consumers compare the price of a product 
to the utility they derive from buying and consuming it. This utility may have both 
rational and emotional components, also known as performance perceptions and judg-
ments versus imagery and feeling in the customer-based brand equity framework (Keller, 
1993). Research has shown that the range of acceptable prices depends on the product 
characteristics such as brand familiarity (Monroe, 1976) and on customer perceptions of 
price and value (Raju et al., 1995b).

DRIVER 1: PERCEIVED QUALITY Branded and private label versions of a product cannot 
be identical, as that would violate the law of one price (Barsky et al., 2001). Despite the 
increasing quality-equivalence of national brands and store brands in general, certain 
national brands do succeed in maintaining superior perceived quality. Perceived quality 
of the national brand versus the store brand is a key driver of the price premium because 

Table 12.5 (continued)

Premium components Drivers Illustrative papers Generalization

Price premiums Pauwels and 
Srinivasan (2004); 
Kumar and 
Steenkamp (2007)

Factors that drive the 
price drive premium of 
the national brand will 
margin premiums.

Brand switching 
patterns

Pauwels et al. (2007); 
Rangan and Bell 
(2002)

Retailer gross margin 
depends on the 
switching patterns 
among brands.

Category expansion 
and store traffic

Bronnenberg and 
Mahajan (2001)

Category expansion 
and store traffic effects 
of enhanced retailer 
profi tability for store 
brands.

Store image Corstjens and Lal 
(2000)

Store brands enhance 
store image and retailer 
margins.
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most consumers care more about quality than about price (Steenkamp, 1989; Sethuraman 
and Cole, 1999; Hoch and Banerji, 1993). French data revealed that in categories where 
manufacturer quality exceeds store brand quality, the price premium for national brands 
is 56 percent; in quality-equivalent categories, it is 37 percent; and in categories where 
store brand quality is higher, the price premium is 21 percent (Kumar and Steenkamp, 
2007). In the USA, the numbers are similar: quality-equivalence yields a 37 percent price 
premium for national brands, and a 1 percent quality gap results in a 5 percent price 
gap (Apelbaum et al., 2003). Therefore both national brand manufacturers and retail-
ers should carefully monitor the perceived quality of their brands. In fact, empirical 
evidence suggests that as store brands improve their quality, national brands lose some 
of the pricing power, and the price premium they command relative to the store brand 
decreases (Rao and Monroe, 1996). If the manufacturer fails to convince consumers of 
its higher quality, it is tough to justify a high price premium. Likewise, if the retailer fails 
to convince quality-sensitive consumers of its high store brand quality, it is left with only 
the price-sensitive buyers and consequently has to charge a lower price for its store brand. 
This is especially true when consumers believe it is only fair that the store brand charges 
them less because it costs less to the retailer, for instance because of the lower quality of 
the ingredients. Interestingly, though, quality is not the full story: US consumers perceive 
store brands to be quality-equivalent in 33 percent of cases, but are only willing to pay 
the same price in 5 percent of all cases (AC Nielsen, 2005).

DRIVER 2: INNOVATION Besides enhanced quality, national brands may also contain desir-
able new features that are not (yet) present in store brands. For instance, Pauwels and 
Srinivasan (2004) fi nd that, faced with store brand entry and resulting price competition 
at the low end of the market, some manufacturers take the high road and introduce inno-
vative, higher-priced SKUs (stock-keeping units). In contrast, due to their reliance on low 
prices, store brands are not typically engaged in expensive product innovations, and thus 
score low on innovativeness (Steiner, 2004). As such, a highly innovative national brand 
will clearly stand out and be able to command a higher price premium (Deleersnyder et 
al., 2007). In contrast, categories with few national brand innovations allow the store 
brand to easily close the quality and price gap (Hoch and Banerji, 1993).

DRIVER 3: IMAGERY/FEELINGS The emotional components of product utility are known 
under many labels: brand feelings, image, emotional bond, love, engagement, etc. 
National brand manufacturers use their large advertising budgets and brand-building 
experience to create and sustain these elements of brand equity. Specifi cally, research 
has found that advertising has a positive effect on the price of national brands relative 
to store brands (Wills and Mueller, 1989; Connor and Peterson, 1992). Kumar and 
Steenkamp (2007) report that the typical price premium for brand image is 23 percent. 
In France, categories high on imagery obtain an average price premium of 61 percent 
compared to only 38 percent in categories low on imagery. However, creative marketing 
can and has achieved high image in such categories as baked beans and paper towels 
(ibid.). While such imagery used to be generated by television advertising, future success 
may be more readily obtained through such new communication channels as videogame 
marketing, ‘underground marketing’ (e.g. Red Bull giving free samples to trendsetting 
people and bars, but refusing them to others), word-of-mouth marketing, Internet 
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community marketing (e.g. Trusov et al., 2007), and the like. Manufacturers appear to 
have a substantial advantage over retailers in this regard. Once retailers move beyond 
simple copycat strategies for their store brands, they may fi nd creative ways to build 
their own imagery components, instead of merely attempting to demote the imagery of 
national brands.

DRIVER 4: PROMOTIONAL ACTIVITY While non-price-oriented promotions by national 
brands may benefi t their price premium, price-oriented promotions appear ‘fast but 
faulty’. In the short run, price promotions may enable national brands to keep price-
sensitive consumers from trying store brands (e.g. Lal, 1990) and thus help sustain their 
price premium at regular levels. In the long run, however, price promotions may teach 
consumers to ‘lie in wait’ for deals (Mela et al., 1997) and focus on price instead of quality 
as a buying criterion (Kalwani and Yim, 1992; Wathieu et al., 2004). Moreover, price 
promotional activity in a category not only lowers prices but is also a more effective way 
for store brands to gain share from national brands (Cotterill et al., 2000).

DRIVER 5: CATEGORY CHARACTERISTICS Despite increasing quality and consumer accept-
ance of store brands, willingness to pay for them still varies substantially by category 
(Steenkamp and Dekimpe, 1997; Ailawadi et al., 2008). The fi rst author of this chapter 
analyzed a European dataset where the price premium of the store band versus the leading 
national brand varied from virtually zero (e.g. aluminum foil and canned vegetables) to 
over 80 percent (e.g. shampoo and bodymilk). These variations in price premium were 
associated with consumer involvement with the category: the price premium is higher 
for categories that connect to consumers’ ego and self-image (Assael, 1998), with higher 
hedonic value (Holbrook and Hirschman, 1982), and with a higher social expressive or 
sign value (McCracken, 1986). Other important characteristics may include the risk and 
credence nature of the product category.

DRIVER 6: RETAILER SIZE AND STRATEGY First, retail consolidation reduces the price 
premium of national brands (Cotterill et al., 2000). Second, we know that the price 
premium of national brands depends on the store brand strategy of the retailer. Kumar 
and Steenkamp (2007) show that ‘generic store brands’ and ‘value innovators’ have 
a large discount (20–50 percent), ‘copycat’ brands have a moderate discount (5–25 
percent) compared to brand leaders, while ‘premium store brands’ are priced close to or 
higher than the brand leaders. Recent research suggests that when it comes to copycat 
store brands, retailers may behave non-optimally by increasing the price of the national 
brand imitated by the store brand and by maintaining a high price differential between 
the copycat store brand and the national brand (Meza and Sudhir, 2002; Soberman and 
Parker, 2006). Importantly, ‘despite all the buzz surrounding premium store brands, we 
should not forget that traditional store brands – generics and copycats– are still the domi-
nant types of store brands around the world’ (Kumar and Steenkamp, 2007, p. 29). Even 
so-called ‘premium’ store brands are typically not ‘premium-price’ (priced above leading 
manufacturer brands) but ‘premium-lite’, i.e. of similar/higher quality than manufacturer 
brands but at a lower price. Moreover, even truly premium-price retailer brands are still 
necessarily mass-market, and consequently may be priced below a niche manufacturer 
brand. Increasingly, retailers maintain a portfolio of store brands similar to Tesco’s 
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three-tier strategy (Buckley, 2005): low-priced Tesco Value (lowest price: 34 percent of 
its store brand volume), Tesco (standard quality: 61 percent of its store brand volume), 
and Tesco’s Finest (highest quality: 5 percent of its store brand volume).

3.2  Volume premium

3.2.1 Importance Because manufacturers face substantial fi xed costs (on average, 19 
percent of revenues at full capacity), it is very important to keep volumes up and, thus, 
keep factories running. Higher volumes also mean better bargaining power with suppliers 
and with retailers, who prefer to stock and promote leading manufacturer brands (e.g. 
Pauwels, 2007). Retailers care about volume for similar scale and scope reasons, and 
several studies have investigated factors that lead to successful store brands (Hoch and 
Banerji, 1993; Dhar and Hoch, 1997; Hoch et al., 2002).

3.2.2 Presence In the USA, the leading national brand typically still has a volume 
premium over the store brand, but this is no longer true in several categories and in 
several European countries. Kumar and Steenkamp (2007) project a store brand share 
of 40–50 percent: increasing retailer consolidation and globalization will increase current 
store brand shares, but after a certain point, higher store brand share will turn off con-
sumers looking for choice and will not be benefi cial to the retailer (Ailawadi et al., 2008). 
Still, an expected store brand share of 40–50 percent implies a substantial loss of volume 
premium, as has been demonstrated across 225 consumer-packaged goods categories in 
Hoch et al. (2002), who fi nd that store brands capture most of the category growth and 
steal away share, especially from the smaller national brands.

3.2.3 Drivers of volume premium Evidently, the volume premium may be affected by 
the same drivers as those identifi ed for price premium. Additional drivers include prices, 
availability and usage occasions as detailed below.

DRIVER 1: PRICES OF NATIONAL BRAND AND STORE BRAND The relation between the price 
gap and store brand sales depends on whether one considers within-category effects 
(over time) versus cross-category relations (Raju et al., 1995b; Sayman and Raju, 1997). 
Focusing on within-category effects, research fi nds that a 10 percent change in the price 
gap fraction results in a 0.8 percent change in the store brand share (Dhar and Hoch, 
1997). In contrast, cross-category comparisons fi nd a higher store brand share with a 
smaller price gap (Mills, 1995; Sethuraman, 1992), apparently because store brand popu-
larity in a category allows the retailer to price it close to the national brands (Raju et al., 
1995b). Moreover, Dhar and Hoch (1997) argue that a high price differential leads (some) 
consumers to infer that the store brand has substantially lower quality, outweighing the 
positive direct price effect. The situation gets more complex in the presence of compro-
mise, similarity and attraction effects (e.g. Geyskens et al., 2007).

DRIVER 2: AVAILABILITY Distribution is a key driver of store brand share and growth 
(Dhar and Hoch, 1997; Kumar and Steenkamp, 2007; Sayman and Raju, 2007). Indeed, 
European store brands may derive their strength from championing by large, consoli-
dated retailers (Hoch and Banerji, 1993) versus smaller manufacturers. However, even 
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the largest retailer is not the only game in town and thus typically fails to obtain the 
quasi-universal availability of popular national brands. This provides an important edge 
to national brands, which they should strive to maintain. In principle, retailers could 
overcome this advantage by either licensing their store brands to other retailers (e.g. 
President’s Choice) or creating such a strong preference for their store brands that most 
consumers will seek them out at the expense of other retailers. With a few notable excep-
tions, either scenario appears unlikely. Licensing to competitors reduces the differentia-
tion a retailer achieves with its store brand, and price-sensitive shoppers tend to look 
intelligently for deals wherever they are and thus are ‘loyal’ to store brands in general 
rather than to the store brand of a specifi c retailer (Ailawadi et al., 2008). Related to the 
retailer distribution strength, research has shown that the higher the retailer’s private 
label share in a category, the lower the revenue benefi ts a national brand obtains from its 
own promotions (Srinivasan et al., 2002; 2004).

DRIVER 3: RETAILER POSITIONING Dhar and Hoch (1997) fi nd that store brand penetration 
increases with retailer commitment to quality, category expertise, the use of own name on 
the store brands, premium store brand offerings and promotional support for the store 
brand.

DRIVER 4: USAGE OCCASIONS As long as consumers associate certain usage occasions with 
certain brands, the volume premium also depends on the frequency of such usage occa-
sions. For one snack category, Pauwels and Joshi (2007) fi nd that ‘entertaining friends’ 
and ‘afternoon lift’ occasions were associated with the national brand. However, the 
typical ‘store brands for myself, national brands for conspicuous consumption’ attitude 
is not set in stone, as consumers in some countries (such as Germany, the UK and the 
Netherlands) proudly display their smart, best-value shopping (Kumar and Steenkamp, 
2007). Even in the USA, only 6 percent of consumers feel uncomfortable serving store 
brands in their homes (AC Nielsen, 2005). Therefore, to safeguard their volume premium, 
manufacturers may strive to ‘set the agenda’ in terms of usage occasions and their link 
to the national brand.

3.3  Margin premium

3.3.1 Importance The manufacturer margin premium is especially important if a given 
manufacturer is (or is considering) supplying both national brands and store brands 
(Kumar and Steenkamp, 2007). The retailer margin premium is obviously relevant to 
retailers, as they want to carry the optimal assortment of brands to maximize their overall 
profi tability. Moreover, national brand manufacturers need the retailer’s cooperation 
for a host of activities that affect the national brand’s performance: sufficient and appro-
priately located shelf space, promotional pass-through, launch and promotion of new 
products, etc. Negotiations on such activities are easier when the manufacturer can dem-
onstrate and quantify the contribution of these activities to the retailer’s profi tability.

3.3.2 Presence Little is known about the margin premium for national brand manu-
facturers, mostly because they do not spread the word that they are also producing 
store brands (Kumar and Steenkamp, 2007). Therefore the presence and drivers of this 
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manufacturer margin premium are a key topic for future research. In contrast, it is now 
well documented that store brands give retailers a better percentage margin than national 
brand manufacturers do (Ailawadi and Harlam, 2004; Handy, 1985; Hoch and Banerji, 
1993). Sethuraman (2006) reports that the average retailer’s margin from store brands is 
about 34 percent compared to the margin of 24 percent that retailers obtain from national 
brands. However, virtually unanswered is the more relevant question about how much 
each brand contributes to the category’s gross margin and to retailer overall profi tability 
(Ailawadi and Harlam, 2004; Ailawadi et al., 2008). Several factors need to be considered 
to determine each brand’s margin contribution to the retailer, and our numerical example 
in Section 2 and recent research demonstrates that the margin premium may substantially 
vary depending on several drivers.

3.3.3 Drivers of margin premium

DRIVER 1: WHOLESALE PRICES Wholesale prices are almost always lower for store brands, 
even compared to small national brands (e.g. Sethuraman, 2006; Ailawadi and Harlam, 
2004). The key reasons are the competitive nature of the store brand procurement market 
and the much lower marketing and advertising costs faced by store brands as compared 
to national brand manufacturers. As to the competitive nature of the market, most 
store brand suppliers are fairly small companies, especially compared to their retail cus-
tomers. They specialize in a few product categories, product differentiation is virtually 
absent, optimal scale of production is low, and they sell their products to powerful, well-
informed, professional retail buyers. Furthermore, the marketing and advertising costs 
are much higher for national brands, as they are building consumer-based brand equity 
(Keller, 1993) by creating and maintaining awareness, relevance and differentiation in 
consumers’ minds.

DRIVER 2: RETAIL PRICES As long as national brands sell at higher retail prices than store 
brands, their unit dollar margins may be higher even if their percentage margins are 
lower than the store brands’. Indeed, real-life cases (e.g. Rangan and Bell, 2002) and our 
numerical example illustrate the situations in which the dollar margins of the store brand 
are lower than those of at least one national brand: the generic store brand has only a 
$0.60 margin as compared to $1.00 for the premium national brand. Evidently, retail 
prices depend both on the pricing decisions of the retailer and on consumer willingness 
to pay for a brand. Often, the dollar margin on the store brand is higher than on that 
of second-tier national brands – especially if the retailer decides to drop its retail prices 
in the face of store brand growth (Pauwels and Srinivasan, 2004). Likewise, factors 
that drive the price premium of the national brand, such as innovation and advertising, 
will help maintain retail prices and thus dollar margins. On the other hand, the dollar 
margin benefi t erodes with successful retailer efforts to increase willingness to pay for 
the store brand. Moreover, retailers may further reduce their store brand costs in terms 
of logistics, rental, overhead, marketing, personnel, etc. ‘Value innovator’ store brands 
like Aldi’s are especially successful in lowering process costs by passing on shopping 
functions to the consumer and focusing on a limited assortment to compensate for 
lower dollar margin with high turnover and supply chain negotiating power (Kumar 
and Steenkamp, 2007).
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DRIVER 3: BRAND SWITCHING PATTERNS Given the tradeoffs in dollar margins, retailer 
gross margin in the category will critically depend on the switching patterns among 
brands. Every purchase going from a higher dollar-margin national brand to the store 
brand will actually reduce retailer gross margin (and related measures such as profi t 
per square foot). Such a situation creates an interesting dilemma for the retailer: if the 
store brand does not expand category consumption, its sales growth at the expense of 
national brands may lower total category retail margin. This realization induced HEB 
Foods managers to consider cheaper sourcing and to reposition the store brand against 
a low-margin instead of a high-margin national brand (Rangan and Bell, 2002). More 
generally, both retailers and manufacturers infl uence these brand-switching patterns. 
Retailers often emulate a specifi c national brand (e.g. the brand leader as recommended 
in Sayman et al., 2002) and promote direct comparison by shelf placement, displays, fea-
tures, etc. Manufacturers choose to get closer to or further away from the store brand by 
introducing new products with similar or very different features from those of the store 
brand (Pauwels et al., 2007) and by pricing their brand closer to or further away from the 
store brand (Pauwels and Srinivasan, 2004).

DRIVER 4: CATEGORY EXPANSION AND STORE TRAFFIC Besides inducing brand switching 
within the category, store brands may also induce shoppers to buy in the category or 
even to come into the store – thus enhancing retailer store profi tability. Traditionally, 
popular and expensive national brands are believed to be more successful in doing so 
(Bronnenberg and Mahajan, 2001; Pauwels, 2007); witness the loss-leaders in key retail 
categories. Likewise, Kumar and Steenkamp (2007) note that the velocity (or shelf-space 
turnover) of national brands is typically 10 percent higher than that for store brands. As 
a result of the above factors, recent papers argue that store brands are not as profi table as 
national brands (Corstjens and Corstjens, 1995). A private Price Waterhouse study com-
missioned by Pepsi in Canada showed that the national brand is typically more profi table 
than store brands once all factors, including deal allowances, warehousing, transporta-
tion and in-store labor were accounted for (Corstjens and Lal, 2000).

However, store brands clearly have the potential to increase category demand and store 
traffic. As to the former, low-end store brands make the category affordable to budget-
restrained shoppers, while premium store brands may attract shoppers who value their 
quality and/or unique features (e.g. Tesco’s Finest). As to the latter, Corstjens and Lal 
(2000) argue that retailers can attract shoppers with quality store brands, and they report 
that store brand penetration is positively related to store loyalty and customer share of 
wallet at the chain. Moreover, Sudhir and Talukdar (2004) fi nd that a household buying 
store brands in more categories spends more at the store. In contrast, Uncles and Ellis 
(1989) question the role of store brands in store loyalty, and Richardson (1997) fi nds no 
evidence of store brand differentiation in fi ve product categories. A recent study accounts 
for reciprocity and nonlinearities in the relationship between store brand buying and 
store loyalty for all categories of a leading supermarket chain (Ailawadi et al., 2008). 
Their analysis fi nds that the relationship is inverted U-shaped, with the highest benefi ts 
to store loyalty at around 40 percent of store brand share. Stores with lower store brand 
shares may thus increase store loyalty by pushing their own brands, but only up to a point. 
Anecdotal evidence suggests that pushing store brands (especially in terms of shelf space) 
at the expense of national brands may generate a backlash from consumers who value 
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freedom of choice (ibid.). In sum, the ability of either national brand or store brand to 
bring in truly new purchases depends not just on their individual consumer appeal but also 
on the current ratio of consumer purchases and shelf space devoted to store brands.

DRIVER 5: STORE IMAGE At the category level, US consumers still believe that manufac-
turer brands are better than store brands in 89 percent of categories (Aimark, 2006). In 
general, the introduction of store brands with high objective quality may be benefi cial to 
the retailer even if there is no margin advantage for the store brand because quality store 
brands increase store differentiation (Corstjens and Lal, 2000). Just like manufacturers, 
some retailers spot a ‘hole in the market’ for a product with a unique feature currently 
not offered by competitors. For instance, Tesco is able to offer freshly squeezed orange 
juice in its stores, which is not logistically feasible for the likes of Tropicana and Minute 
Maid (Kumar and Steenkamp, 2007). Retailers do not compromise on quality of store 
brands because they cannot really afford to put their store name or their own brand name 
on a product that is inferior (Fitzell, 1998). For example, if Dominick’s were to use its 
name on a product that is inferior, there would likely be a negative spillover effect on all 
products and stores carrying that label.

3.4 Pricing implications

3.4.1 What is the preferred price gap for the manufacturer? It differs for premium 
versus second-tier brands, which face different own and cross-price elasticities with the 
store brand. This is graphically illustrated by Kumar and Steenkamp (2007, p. 202) and 
empirically demonstrated in Pauwels and Srinivasan (2004). First, premium brands get 
a substantially smaller sales increase from a price drop because their customers are more 
niche and less price-sensitive. At the same time, a price cut from the store brand won’t 
affect them much, either. The recommendation is to keep prices high while justifying the 
price premium by continuous improvement in the identifi ed drivers of market power 
(quality, imagery, innovation, association with specifi c usage occasions, category and 
store traffic drawing power). Moreover, the manufacturer can add a low-end brand to 
fi ght the store brand (e.g. P&G added Mister Clean detergent to its leading Ariel brand 
in Germany). Second-tier brands face a tough dilemma: they typically cannot win a price 
war with the store brand, so such brands need to choose between upgrading the brand (a 
large and uncertain investment) versus head-on value competition with the store brand. 
The latter strategy is impeded by the absence of the true leverage that national brand 
manufacturers possess to determine the price gap with store brands: while they can set 
recommended prices and send consumer coupons, the retailer decides on promotional 
pass-through and may engage in ‘price shielding’ by promoting the store brand at the 
same time (Hoch and Lodish, 2001). In some cases, the manufacturer may be better 
off divesting in such second-tier brands to focus its resources on a portfolio of leading 
brands. Unilever, for instance, decided to cut 75 percent of its brands because it had 
insufficient brand power, defi ned as the potential to be number one or two in its market 
and to be a must-carry brand to drive retailer’s store traffic (Kumar, 2004).

3.4.2 What is the preferred price gap for the retailer? Answering this question requires 
knowledge of the performance criterion for the retailer. If only store brand volume is of 
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interest, larger price gaps may yield more immediate success even though smaller price 
gaps, accompanied by the necessary investments in store brand quality and the com-
munication thereof, should yield higher sales in the long run (Dhar and Hoch, 1997). 
Moreover, as argued earlier, store brand volume is only part of the retailer profi tability 
equation. Therefore retailers need to consider the effect of the price gap on category 
revenues and gross margin. If the price gap is too big, the retailer may lose both manu-
facturer brand revenue and store brand revenue! In a rigorous fi eld experiment, Hoch 
and Lodish (2001) found that increasing the price gap from 33 percent to 50 percent 
for analgesics increases category sales units but reduces revenue as the price elasticity 
for store brand is low: 20.56. In summary, we obtain consistent advice for retailers 
aiming to increase (long-run) store brand sales and category performance: strive for 
smaller price gaps. To this end, the above-identifi ed drivers suggest that retailers should 
strive to reduce the gap in (perceived) quality, innovation and imagery; increase the 
store brand’s availability and associated usage occasions; and position store brands to 
expand the category, improve store image, and thus, traffic and basket size in the chain 
(van Heerde et al., 2008).

In principle, the retailer can manipulate the price gap by changing the retail price of 
either the store brand or the manufacturer brands. However, the latter is often not a real-
istic option: increasing national brand prices may induce shoppers to buy them at other 
retailers, and reducing national brand prices eats away the retailer’s margin on them 
unless the retailer can negotiate for lower wholesale prices. If store brand purchases are 
being driven by the price component only to a small degree, then the retailer can lower 
the price gap between the store and national brand and improve profi tability (Hoch and 
Lodish, 2001). In order to do so, the retailer would have to know the answer to the ques-
tion of which store brand purchases are being driven by brand preferences versus price 
considerations (Hansen et al., 2006).

4.  Future research directions
Our review has emphasized the role of price premium, volume premium and margin 
premium in national brands versus private label brands. As Table 12.4 indicates, empiri-
cal work in this area has been expanding rapidly. These previous studies have dealt pri-
marily with understanding the drivers of price premium or volume premium for national 
brands versus store brands. Recently, however, we have witnessed research in this area 
addressing a new set of strategic questions on national brands versus store brands, fi ve 
of which we briefl y examine below:

4.1  What are the most important drivers of the premiums?
While several of the above-mentioned drivers have been well documented in isolation (or 
within a small subset of candidate drivers), we know little about the relative importance 
of the major classes of drivers. Are the premiums mostly driven by national brand char-
acteristics and actions, and thus largely under the control of national brand manufactur-
ers? Or do retailer characteristics and actions yield most infl uence on the price, volume 
and margin premium of national brands over store brands? Alternatively, do (external 
changes to) consumer characteristics determine the fate of national and store brands in 
a category? Answering these questions requires a comprehensive study, including the 
following variables:
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(a) Brand manufacturers: prices, quality, innovation, imagery, distribution, promotions, 
packaging, marketing communication spending, volume versus margin goals.

(b) Category characteristics: category concentration, size, growth, etc.
(c) Retailer characteristics: size, marketing spending, quality and price image, EDLP 

versus Hi-Lo, country and format type (e.g. grocery store, drug store versus mass 
merchandisers), store brand portfolio, store brand experience, etc.

(d) Consumer characteristics: quality and price sensitivity, brand loyalty, innovation 
proneness, product usage occasions and their importance for consumers’ self-image 
(Assael, 1998), hedonic value (Holbrook and Hirschman, 1982), and social expres-
sive or sign value (McCracken, 1986), etc.

4.2  To what extent do store brand investments benefi t the investing retailer?
While many retailers appear to believe they reap the full benefi ts of investments in store 
brands, recent research has called this into question. First, it appears that most store 
brand shoppers are ‘loyal’ to store brands in general, not to the store brands of any 
specifi c retailers (Ailawadi et al., 2008). Because store-brand-prone shoppers may not 
be most profi table for a retailer (Ailawadi and Harlam, 2004), pushing the store brand 
at the expense of national brands may not be best strategy to increase retailer profi t-
ability. Moreover, Szymanowski and Gijsbrechts (2007) fi nd that investments in store 
brand quality and reputation by one retailer appear to benefi t other retailers. Reputation 
spillovers constitute a pitfall, as they limit the potential of store brands to differentiate 
retailers. As such, retailers wishing to use store brands as a differentiating strategy need 
to pursue a quality leadership strategy with their store brands. Such an approach dimin-
ishes subsidizing of rival brands or suffering from negative quality perception spillovers 
from these brands.

4.3  Can manufacturers manage premiums with product line extensions and contractions?
With the growth of their store brand programs, retailers are willing to carry those 
manufacturer brand assortments that result from successful product innovation and are 
able to command price and volume premiums. In this context, it has been increasingly 
important for manufacturers to add SKUs that enhance brand equity while at the same 
time deleting SKUs that do not enhance brand equity. A recent paper by Pauwels et al. 
(2007) examines the impact on brand price premium and volume premiums with a focus 
on manufacturer product assortment decisions. Specifi cally, they analyze the weekly 
short-term and long-term effects of SKU additions and deletions on the components of 
brand equity – brand price premium and brand sales volume premium – over the store 
brand. From a manufacturer perspective, SKU additions with similar attribute levels as 
the store brand are found to lower market-based brand equity while SKU additions are 
especially benefi cial in categories with a high store brand share.

4.4  Do store brands provide a reference price for how much a basic product should cost?
The store brand’s price could be an important external reference price against which the 
national brand price is evaluated (Deleersnyder et al., 2007). Many researchers (Ailawadi 
et al., 2003) have suggested the use of store brands as the comparison brands for national 
brands. This is important for novices and could shape their price image of the retailer. 
Despite its managerial relevance, store price image research in the marketing literature 
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has remained quite scarce, and research is needed to generate guidelines for retailers on 
how to manage store price image (Lourenço et al., 2007).

4.5  Are multi-tier store brands the holy grail for retailers?
Consultants and retailers alike believe that adding premium store brands is the number 
one growth priority, but preliminary evidence suggests complex and surprising substi-
tution patterns in the presence of such store brands (Geyskens et al., 2007). Given the 
growth of multi-tier store brand portfolio strategies, it is increasingly important for 
retailers to understand whether a three-tier store brand strategy enhances their store 
brands to make them stronger competitors to manufacturer brands. Will the introduc-
tion of a premium store brand versus an economy store brand reinforce the standard 
store brand’s position in the eyes of the consumer, or will it cannibalize the retailer’s 
existing store brand offering? Or will the economy store brand simply steal share from 
the incumbent standard store brand and possibly even backlash on the image of the 
retailer’s standard store brand line (Kumar and Steenkamp, 2007)? Addressing these 
questions, Geyskens et al. (2007) show that whereas incumbent store brands have borne 
the brunt of the negative impact in terms of consumer preferences, the introduction of 
economy and premium store brands may actually be benefi cial for premium and second-
ary national brands.

Overall, store brands affect the pricing of national brands in complex ways. In this 
new environment, where retailers have succeeded in building up trusted store brands, 
manufacturers and retailers need to fi nd ‘win–win’ situations in order to be successful 
in the market. In order to make further inroads, retailers will, for example, increasingly 
need to adopt a portfolio approach to managing their product lines. Manufacturers will 
be able to recapture their signifi cance to consumers by continuing to innovate and use 
SKU assortment strategies that enhance brand equity. The fi ndings in this chapter are 
important because they show the empirical realization of mutual benefi ts and because 
they identify marketing strategies that lead to such win–win situations. Ultimately, the 
nature of the competitive/cooperative interactions between manufacturers and retailers 
helps determine success versus failure in tomorrow’s marketplace.
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13  Trade promotions*1

Chakravarthi Narasimhan

Abstract
Trade promotions are price incentives given by manufacturers of products and services to their 
intermediaries such as a dealer, distributor and retailer as part of their overall marketing strategy. 
In this chapter past research on trade promotion is examined and issues relating to the rationale 
behind these, the potential impact on the channel partners and managerial aspects of implemen-
tation are discussed. Key research issues for researchers working in this area are highlighted.

1.  Introduction
In many B2C markets manufacturers distribute their products and services through 
a set of intermediaries. These are retailers, distributors and brokers. See Figure 13.1. 
Whether there is only a retailer between the manufacturer and consumer or multiple 
layers of channel members might depend on the size of the retailer and other factors. 
Manufacturers use multiple instruments to promote their products to their customers 
(retailers) and consumers (end users) to stimulate demand and grow. Promotional instru-
ments directed at consumers include advertising, consumer promotions such as coupons, 
contests, special packages and other incentives. Incentives directed at the trade are trade 
promotions, category management initiatives such as assistance with planograms, mer-
chandising support, demand forecasts, inventory support etc. Trade promotions are 
incentives given by a manufacturer of products and services to its supply chain partners, 
distributors/dealers/retailers, to promote its products to the ultimate end users. Trade 
promotion spending has been averaging around 14 percent of sales over the last 15 years 
or so (AC Nielsen Co., 2004). A similar report by AC Nielsen in 2004 states that 53 
percent of manufacturers and retailers report ‘a measurable increase’ in trade promotion 
spending, while 35 percent and 36 percent of manufacturers and retailers respectively 
are satisfi ed with the value they get out of trade promotions. An Accenture report on 
‘Capturing and sustaining value opportunities in trade promotion’ (2001) reports that 
while advertising, consumer promotion and trade promotion account for 23 percent of 
sales in 2005, trade promotion alone accounts for 13 percent of sales, quite consistent with 
the AC Nielsen report. Whether trade promotions are effective in delivering the stated 
goals for the manufacturers is debatable. The above-cited Accenture report, for example, 
claims that while CPG (consumer packaged goods) manufacturers spent in excess of $25 
billion on trade promotion in 2005, the incremental revenue was only $2–4 billion, sug-
gesting that, at the aggregate, trade promotions lost money for the manufacturers. Citing 
a Forrester Research report, Inforte Corp. claims in its report that in 2002 manufacturers 
spent $80 billion on trade promotion with an annual growth rate of 5–8 percent (Inforte 

* I would like to thank Tingting He and Sudipt Roy for their assistance in assembling the 
Reference section. I thank Vithala Rao and an anonymous reviewer for their valuable comments 
and suggestions.
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Corp., 2005). A recent Booz Allen Hamilton report states that ‘manufacturers are so 
focused in generating additional volume that the overall efficiency of their trade invest-
ment is low’, and goes on to claim that manufacturers lose a third of the money spent on 
trade promotions (Booz Allen Hamilton, 2003). This report also states that trade promo-
tion is the second-largest item in the profi t and loss account next only to COGS (cost of 
goods sold). While in nominal terms the money spent has been increasing, as a percentage 
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Figure 13.1 Manufacturer–consumer link in a supply chain
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of sales, at least in CPG, it has been in a narrow range between 13 and 15 percent. From 
these industry studies reported in the popular press and research reports by various agen-
cies it seems clear that trade promotion is an important marketing mix variable, CPG 
manufacturers predominantly use it, these promotions take different forms, and their 
efficiency in delivering the stated goals of the manufacturers is debatable.

In this chapter I summarize the extant academic literature on trade promotions and 
identify key research issues relevant to academics and practitioners. The reminder of the 
chapter is organized as follows. In Section 2, I provide some background on the types 
and forms of incentives that manufacturers provide to the trade. In Section 3, I examine 
analytical and empirical literature on retailer behavior relating to such practices and 
manufacturers’ incentives to offer trade promotions. In Section 4, I discuss issues that 
pertain to the evaluation of the efficacy and profi tability of trade promotions. In Section 
5, I discuss literature on the role of trade promotion as part of the marketing mix. I con-
clude the chapter with a discussion of key issues.

2.  Types of trade incentives and objectives of trade promotions
If we defi ne trade incentives as broadly any money or allowance provided to the trade, 
then these incentives take many forms. Blattberg and Neslin (1990) list several different 
types of trade incentives for durable and non-durable products. Among the main ones 
are:

1. Slotting and renewable allowances These are payments made to the trade for stock-
ing a manufacturer’s product, often on a per SKU (stock-keeping unit) per store 
basis. While stocking fee or allowance is normally associated with new products, 
renewable allowances are sometimes paid on existing products as well.

2. Display or feature allowance Money paid for setting up special displays of a manu-
facturer’s product or advertising the product.

3. Co-op advertising allowances, where the manufacturer lets the retailer participate in 
a manufacturer’s advertising or pays part of the cost.

4. Off-invoice allowance Here the manufacturer sells a product, as many units as the 
retailer desires, at a lower price than given on a regular list price. Such a promotion 
may last anywhere from one to several weeks.

5. Scanback allowance Here the manufacturer reimburses the retailer an amount on 
every unit sold over a specifi ed period. Thus, while off-invoice is a price reduction 
on every unit bought, scan-back allowance is on every unit sold by the retailer over 
a specifi ed period.

6. Free goods Usually a case free for every n cases bought by the retailer. For all practi-
cal purposes this is almost like an off-invoice promotion but forces the retailer to buy 
n cases before he can get the price reduction.

7. Volume discounts, based on the past year’s purchases.

These incentives are usually accompanied by certain ‘requirements’ that retailers have 
to meet. For example, cigarette manufacturers pay promotion money depending on 
facings, types of display, in-store advertising etc. (Bloom, 2001). The extent of these pro-
motions varies depending on the type of retail outlet, such as supermarkets, drug stores, 
mass merchandisers/discounters, convenience stores and warehouse clubs, and type 
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of categories, such as CPG, cigarettes and drugs. Similarly, slotting allowances would 
require a minimum level of facings, inventory support and so on. Unfortunately there is 
very little systematic documentation of these and their trends over time. As stated in the 
Introduction, the level of these promotions has increased over time. Thus, while there are 
many types of trade incentives, the term ‘trade promotions’ as used in marketing refers 
to per unit reduction in wholesale price, and for most of the remainder of this chapter I 
review and consider research that focuses on this type of incentive.

2.1  Strategic objectives of trade promotions
There are several objectives of trade promotion. I list the major ones below.

1. Liquidating excess inventory When demand and supply are out of sync, a fi rm may be 
saddled with excess inventory in the supply chain and needs to get rid of it. Common 
examples are seasonal items such as snow throwers and lawn mowers, and end-of 
season model clearances in apparel, certain electronic items and automobiles.

2. Introducing new product Trade promotions provide a discount from a reference 
price to convey to consumers and the trade that the product is sold at an introductory 
discount. If the retailers in turn choose to pass through some or the entire discount, 
this could stimulate initial trial.

3. Stimulate demand If there are segments of consumers that would react differently 
to retail promotions, then trade promotions can be an effective tool to reach them.

4. Competitive response In response to trade promotions offered by competing manu-
facturers, a fi rm may choose to offer trade promotions. Of course this begs the ques-
tion as to why the other manufacturers offered trade promotions to start with.

2.2  Trade promotion as part of the overall pricing strategy
In marketing their products to the ultimate end users through a set of intermediaries 
(see Figure 13.1), manufacturers use the entire marketing mix to gain acceptance of their 
products by the trade and to penetrate the end user market. Conditional on product 
quality, assortment, fl avors or product line, and branding, the marketing mix used 
to achieve these objectives is price, advertising, and consumer and trade promotions. 
Thus the role of trade promotions needs to be understood in the larger context of brand 
competition, supply chain power and brand equity or brand strength. There is clearly a 
tradeoff between using more of one type of promotion versus another or advertising or 
a lower price.

In the early 1990s, for example, P&G made a strategic choice to streamline their 
product offerings by reducing the massive amount of trade and consumer incentives and 
adopting an EDLP strategy for many of their products. Similarly, recent empirical evi-
dence suggests that slotting allowance, a form of trade incentive offered by fi rms to gain 
distribution for new products, has been on the rise. If the result of a trade promotion is 
to stimulate demand by encouraging retailers to promote the product in turn, a natural 
question that must be asked and answered is ‘Why are these promotions temporary and 
why not set a low “regular” price rather than periodically providing discounts to the 
trade?’ Thus fi rms should strategically choose the level of importance and amount of 
money spent on trade promotion as a part of their overall mix, and not in isolation or as 
an afterthought. This means that the strategic objectives of trade promotion should be 
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understood and the allocation to trade promotion should be made in conjunction with 
the regular price. We revisit this issue in the fi nal section.

3.  Retail response to manufacturers’ promotions
Before I offer plausible reasons why manufacturers may want to give promotions to 
the trade, it is instructive to examine how a retailer might respond and the documented 
evidence in support of this. Almost the entire academic literature considers only price-off 
promotions, i.e. either off-invoice or scanback promotions, and I shall therefore confi ne 
myself to these types of promotion.

When a manufacturer offers a price-off incentive, what would be the response of the 
retailer in terms of the retail price he charges? By this we mean what is the impact of a 
trade promotion on the retail price of the promoted product and perhaps even other 
products in the category? Most retailers are multiproduct retailers. A retailer also com-
petes with other retailers in his trading area. If we assume that retailers want to maximize 
the total store profi t, then a retailer’s response to a manufacturer’s promotion would 
depend on a host of factors that include the brand strength of the promoted product, its 
ability to attract consumers, the available substitutes and complements and the margins 
on these, the potential action of other retailers etc. From an analytical point of view it is 
worthwhile to characterize the role of these drivers and reconcile these with the empirical 
facts. We start with the empirical papers.

3.1  Empirical facts and documented evidence
The empirical literature on retail response has addressed two issues. What is the rate of 
retail pass-through and what are some factors that affect this? By pass-through we mean 
the percentage of money that is received from a manufacturer that is passed through 
to the ultimate consumers, or, more specifi cally, the change in the retail price due to a 
change in the wholesale price. Thus 100 percent pass-through means that every penny 
that is received via a wholesale price reduction is refl ected as a penny reduction in the 
retail price.

Chevalier and Curhan (1976) examined over 990 trade promotions received by a single 
grocery chain and found that the chain supported only about one-third of the products 
with any kind of promotional support in the form of a price cut, display or feature adver-
tising. Over 45 percent of the products for which the chain got trade promotions did not 
receive any retail support. But, conditional on promoting through a price reduction, the 
average retail pass-through rate was 126 percent. Moreover, the authors found that the 
sales movement of the brand had a signifi cant impact on the retail support while package 
size, rank of a product in its category or the amount of money received had no predictable 
impact. Somewhat contrary to this, Walters (1989), using data from two grocery chains, 
found that the size of the incentive has a positive effect on the level of retail support. In 
addition he found that sales volume (consistent with Chevalier and Curhan), compliance 
requirements (such as manufacturer-paid feature or display support) and price elasticity of 
the brand affect positively the level of retail support. Armstrong (1991) also documents that 
across many categories pass-through rates vary, and can be greater than 100 percent.

More recently Besanko et al. (2005) examined own-brand and cross-brand retail pass-
through using data from a supermarket chain in 11 categories and 78 products. They 
estimate a reduced-form model of the following form:
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 P{i} 5 f (c{i}, c{    2 i}, d)  (13.1)

where P{i} is the retail price of brand i, c{i} is the wholesale price of brand i, c{2i} is a 
vector of wholesale prices of all other brands in the category and d is a vector of exog-
enous shift variables. They estimate the above model using liner, log linear and a fl exible 
polynomial specifi cation. The estimates of interest are the marginal change in P{i} with 
respect to a small change in c{i} and c{2i}, that is own- and cross-brand pass-through. 
They estimate (13.1) for each product, using the three specifi cations mentioned, by 
pooling data across different price zones of the chain and including shift variables to 
control for interzone heterogeneity. They report that nearly 70 percent of the estimates 
of pass-through are signifi cant and positive. This pass-through rate varies signifi cantly 
across categories with beer and detergent getting larger pass-through than categories such 
as toothpaste and paper towel. The range is quite large, with average pass-through rate 
of 22 percent in toothpaste to over 550 percent in beer. The pass-through rate on own 
brand is on average more than 60 percent in most of the categories they examined. They 
fi nd the cross-brand pass-through to be positive and negative. They fi nd that market 
share, and a brand’s importance or contribution to the category profi t positively infl uence 
pass-through. Moreover, a large brand’s promotion is less likely to generate cross-brand 
pass-through on smaller brands than the other way around.

The data used by Besanko et al. come from a chain where the recorded wholesale 
price is not the actual wholesale price but rather is an ‘average acquisition cost’ (see 
Peltzman, 2000) that is based on a weighted average of past prices and past inventory. 
Thus it is not the strategic choice variable of the manufacturer. This leads to a potential 
bias towards overstating the pass-through effect and the size of the bias is unknown. 
Meza and Sudhir (2006) claim that in the presence of forward buying by a retailer, using 
this acquisition cost measure as a proxy for true wholesale price leads to less of a bias 
than not using the inventory data at all. McAlister (2005) takes issue with Besanko et 
al.’s methodology and conclusions. She argues that a typical retailer carrying around 
30 000 SKUS will be unable to optimize as the model claims; manufacturers would 
rationally withhold trade promotion support if they know that their brands’ retail prices 
can fl uctuate depending on their competitors’ promotions; variability of promotional 
deals masks the true wholesale prices; measurement errors exist in accounting for pro-
motions etc. Conducting a more detailed analysis of the detergent data Besanko et al. 
used, McAlister offers further support for the view that the signifi cance of cross-brand 
promotions is overstated.

Meza and Sudhir (2006) criticize earlier empirical studies for the methodology used to 
uncover the pass-through rate. Since a typical grocery product category is subjected to 
seasonal demand shocks, retail prices could be adjusting to these shocks independent of 
any wholesale price fl uctuations and therefore this needs to be accounted for in determin-
ing pass-through rates. Starting with a random utility model at the individual level and 
aggregating to the store-level demand for a brand, they estimate store-level market share 
equations using the same database as Besanko et al. However, they estimate using only 
two categories: tuna, which was used by Besanko et al., and beer, which was not used by 
Besanko et al. By estimating a demand model with data from 94 stores over 400 weeks 
they infer the pass-through rates and show that loss leaders receive a higher pass-through 
than other products, and that this rate is lower during periods of high demand.
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To summarize, the empirical literature documents the following:

Not all trade promotions are refl ected in retail promotions or pass-through. ●

There is considerable variation in this pass-through across brands and across  ●

categories.
The pass-through rates can be more than 100 percent and often, in some categories,  ●

substantially more.
A brand’s market share and sales volume a ● ffect positively the rate of pass-
through.
There is some evidence that the cross-brand pass-through and a smaller brands  ●

trade promotion might lead to pass-through on a larger brand. But more analysis 
is needed to establish this more convincingly. Similarly, certain categories, due to 
their importance in attracting store traffic, could potentially receive a higher pass-
through.

Thus, while we have evidence on the variability of pass-through, a more systematic 
analysis of the behavior of wholesale prices and retail prices needs to be conducted to 
make accurate inferences about the impact of wholesale prices on retail prices. This 
means that we need econometric models grounded in theory that simultaneously account 
for the behavior of wholesale and retail prices so that we can make inferences about the 
impact of the former on the latter. Notwithstanding my admonition, how can these tenta-
tive ‘facts’ be reconciled with optimal behavior of market players? To assess this, we turn 
to the analytical literature.

3.2  Analytical models of retail response to trade promotions
Tyagi (1999) characterized the optimal response of a single-product monopoly retailer 
faced with a trade promotion, i.e. reduction in the wholesale price. The retailer is a 
Stackelberg follower in pricing, and takes the wholesale price as given and sets the retail 
price. He showed that if the retail demand function is concave or quasi concave, the 
pass-through rate is <100 percent and if convex, such as a constant elasticity demand 
function, then the pass-through rate is greater than 100 percent. His paper thus offers 
support for >100 percent pass-through based purely on the shape of the demand func-
tion. Kumar et al. (2001), in their attempt to explain the empirical facts, consider a single 
manufacturer–retailer dyad selling a single product. The elements of their model are as 
follows:

There are two segments of consumers, low valuation and high valuation, that  ●

derive net utility of v 2 p and d*v 2 p respectively, where v is the intrinsic utility 
for the single product in the market, p is the price and d > 1.
Consumers know the frequency ( ● a) with which manufacturers offer trade promo-
tions, and on observing the retail price at the focal retailer make inference about 
whether the retailer is being opportunistic (not passing on the trade promotion) or 
whether the wholesale price is really high and consequently the retail price is at its 
regular level.
Based on this, consumers decide to buy from this retailer or choose an outside  ●

option, which is to buy from another retailer.
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The manufacturer can use advertising to mitigate the retailer’s opportunism  ●

by choosing to inform a fraction (w) of the market about the trade promotion 
offer.
The game sequence is as follows. The manufacturer selects  ● w, the retailer selects the 
likelihood he would offer a consumer promotion. Consumers observe w and the 
retail price and decide whether or not to buy from this retailer.

Kumar et al. show that, in this world, the retailer does not always pass through and is less 
likely to pass through the greater the level of discount (inconsistent with Walters, 1989), 
lower the frequency of trade promotions, and lower the manufacturer support through 
advertising of the promotions (consistent with Walters, 1989).

Lal and Villas-Boas (1998) consider more complex consumer heterogeneity in the 
presence of retail and manufacturer competition, with each manufacturer selling a single 
product. There are two manufacturers selling one product each through two retailers 
and consumers can be in one of nine segments (size): a most price-sensitive segment (S) 
that buys the cheapest product in the market, two retailer-loyal segments (R) that buy 
from a single retailer the lowest-priced product, two manufacturer-loyal segments (M) 
that buy from the cheapest retailer, and four retailer–manufacturer-loyal (that is they 
are loyal to one retailer and one brand) segments (I). All consumers buy one unit of the 
product as long as the price is less than the common reservation value r. The game is set 
as follows:

Manufacturers set wholesale prices simultaneously to maximize profi ts. ●

Retailers take the wholesale prices as given and set retail prices simultaneously to  ●

maximize their profi ts.
Consumers decide on the store and brand to buy. ●

When there is no retailer loyalty (R 5 I 5 0), there is no retailer power and retail prices 
equal wholesale prices, which follows the equilibrium described in Narasimhan (1988). 
Similarly, when there is no manufacturer loyalty (M 5 I 5 0), the manufacturers have 
no market power, wholesale prices equal marginal cost and now the retail prices track 
Narasimhan’s model. When the market consists of no manufacturer switchers, i.e. R 5 S 
5 0, all prices are equal to r. If there are no retail switchers, i.e. M 5 S 5 0, retail prices 
equal r and manufacturers randomize as in Narasimhan’s model.

In the more general cases Lal and Villas-Boas show that the retail equilibrium can be 
quite complex depending on the relative magnitudes of the segments, and in some cases, 
it is possible for the retailer not to promote a brand when that brand’s wholesale price 
is lowered, i.e. under trade promotion. Moreover, in some cases the brand that has the 
highest wholesale price can have the lowest retail price. An important contribution of this 
paper is to show when results from prior work such as Narasimhan (1988) will continue 
to hold and when the equilibrium will be qualitatively different.

Moorthy (2005) extends this literature by considering multiproduct retailers and retail 
competition. Consider for example two retailers carrying two brands, each with one 
brand common between the two and the other an exclusive brand that can be interpreted 
as a private label. Unlike in much of the literature, the demand functions are assumed 
continuous functions of all prices. In addition to wholesale price changes, the author 
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considers variety of cost shocks that could lead to a change in retail price. The profi t 
function for retailer i can be written as

 IIi (P) 5 (pi1 2 w1 2 ci1 2 ci 2 c)  Di1 (P) 1 (pi2 2 ci2 2 ci 2 c)  Di2 (P)  (13.2)

where P is the vector of all prices

w1 is the wholesale price of the brand that is common among retailers
ci1 and ci2 are retailer i’s brand-specifi c marginal costs
ci is retailer i’s non-brand-specifi c marginal cost such as labor cost
c is a non-brand, non-retailer-specifi c cost such as excise cost
Di1 and Di2 are the demand functions for product 1 and 2 respectively at retailer i.

Moorthy examines how, if the retailer maximizes category profi ts, retail prices will 
change with respect to wholesale price and the different marginal costs. He shows that 
the response due to a trade promotion is always positive, leading to a retail promotion. 
This pass-through would be greater with retail competition and the adoption of category 
management by the retailers. He also shows that cross-brand effects are ambiguous, i.e. 
can be both positive and negative, a conclusion supported by Besanko et al.

To summarize, analytical models explain how optimizing retailers’ behavior can lead 
to (i) pass-through of trade promotion, (ii) the pass-through can be greater than 100 
percent depending on the shape of the demand function, (iii) in some instances the retailer 
may not pass through at all, and (iv) cross-brand pass-through can arise but its direction 
can be positive or negative.

3.3  Manufacturers’ incentives to offer trade promotions
At the heart of trade promotions is the question: why do manufacturers offer temporary 
reduction in wholesale prices? Notice that there are two questions here: (i) why is the incen-
tive tied to the wholesale price as opposed to lump sum payment such as a display support 
or feature support, and (ii) why are these promotions temporary? The null hypothesis on 
the second question is: why not offer a permanent reduction in wholesale price? Clearly, if 
there are demand (seasonality, mismatch between forecast and realization of demand etc.) 
shocks or supply shocks (crop prices, labor costs) we should observe a temporary fl uctua-
tion on wholesale prices. But most trade promotions cannot be dismissed as arising out 
of these random shocks. There must be consumer, supply chain and competitive factors 
that lead to such promotions. This second question takes on added importance when we 
factor in the direct and indirect costs of trade promotion (see Buzzell et al., 1990). One 
of these costs is the opportunity cost or foregone profi t if retailers forward buy on trade 
promotions. If retailers buy more than what they require to meet the compliance require-
ments and use the additional quantity to sell the product at its normal regular price, this 
represents a loss or cost of that trade promotion. We examine the answers provided by 
analytical models of consumers, intermediaries and manufacturers.

Jeuland and Narasimhan (1985) offered a model of two parties – a monopoly fi rm and 
consumers – to explain the occurrence of promotions. There are two segments of consum-
ers who differ in their preferences and inventory costs. The demand for a product at the 
segment level is given by
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 Qi 5 ai 2 b * P (13.3)

where Qi is the demand for segment i and P is the retail price, ai is the segment specifi c 
parameter and b is the price sensitivity parameter.

The authors assume that the segment with higher a has a higher holding cost for 
inventorying this product, only buys for current consumption and does not forward-buy. 
The consumers with lower a, when faced with a retail promotion, respond by increasing 
their consumption and forward buying the product when it is on sale. They show that 
the optimal strategy for the monopolist is to conduct periodic sales and solve for the fre-
quency and depth of promotion. The contribution of this paper is to show that consumer 
heterogeneity in inventory costs and demand elasticity, and correlation between these, 
can drive periodic promotion by a manufacturer. While they didn’t identify the consum-
ers as retailers, they could apply their model to trade promotions as well. As long as there 
are enough customers able to expand their demand and forward-buy, it is optimal for the 
fi rm to offer trade promotions. Lal (1990) offers a model with two competing manufactur-
ers marketing one brand each through a retailer who offers a store brand. He shows that 
in an infi nitely repeated game the manufacturers take turns to offer a trade deal to the 
retailer. Thus in a non-cooperative game the manufacturers collude to limit the encroach-
ment by the store brand into their franchises. Lal et al. (1996) consider a model of two 
competing manufacturers selling one product each through a common retailer. The 
manufacturer incurs a selling cost of promotion and the retailer, if he accepts the promo-
tion, incurs a fi xed cost. The retailer can buy the product either at the regular price or at 
the promoted price and can forward-buy products for future use. The demand model has 
features similar to models without a retailer (see Narasimhan, 1988). As in earlier models, 
manufacturers use a randomized strategy in offering discounts to induce the retailer to 
inventory their products. An important contribution of this paper is to show that even 
when the retailer forward-buys, manufacturers fi nd it profi table to offer a trade deal. The 
reason is that holding inventory leads to less intense price competition since smaller deals 
are less attractive to the retailer when he has inventory and larger deals become unprofi t-
able to the manufacturers. So the manufacturers compete over a narrower range of trade 
deals, which means that the probability of beating your opponent (i.e. the retailer will 
accept the deal) is lower and therefore the manufacturers are less aggressive.

A paper that models manufacturer promotion not as a wholesale price reduction but 
as a lump sum transfer is by Kim and Staelin (1999), who consider a model of two manu-
facturers selling one product each and two retailers who sell two products each. Trade 
promotion is captured through a lump sum allowance that a manufacturer provides a 
retailer. Each retailer selects the retail prices and a common pass-through rate for the two 
brands. The ‘pass-through rate’ is the proportion of this allowance spent on merchandis-
ing activity that affects demand positively. Retail demand for brand i at the retailer is 
given by the following:

Demand for brand 1 at store 1 5 f (prices of all brands at store 1, pass-through rate at store 
1*difference in the promotional allowance of brand 1 in store 1, difference in promotional allow-
ances across stores, pass-through rate at store1*promotional allowance at store1)

Thus the demand function captures the effect of prices, own- and cross-brand pass-
through, store switching and category expansion. The game proceeds as follows. Each 
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manufacturer simultaneously chooses wholesale price and promotional allowance for his 
brand, anticipating the actions of the retailers. In the second stage, retailers simultane-
ously choose retail prices and pass-through rates. Two broad conclusions emerge from 
this paper. First, it offers analytical support to the evidence and argument made earlier 
by Messinger and Narasimhan (1995) that even when manufacturers provide greater con-
cessions to the retailers, because of retail competition these concessions are passed along 
aggressively by the retailers. Second, the authors show that even though retailers pass 
through less than they receive, manufacturers provide the side payments to the retailers.

A different rationale for the existence of trade promotions and allowances is provided by 
the research stream that examines the channel relationship when the retailer not only dis-
tributes manufacturers’ products but also markets a store brand. Narasimhan and Wilcox 
(1998) consider a manufacturer–retailer channel where the retailer is able to procure a 
private label in a competitive market. There are two segments of consumers, one loyal to the 
national brand and another that is composed of national brand–private label switchers. All 
consumers buy one unit of either the national brand or the private label as long as the price 
of that product is less than $r, the reservation price. A randomly chosen consumer in the 
switching has a preference for the national brand but will buy the private label if the retail 
price of the private label is $l less than the national brand. They assume that l is distributed 
U (0, L). The manufacturer sets his wholesale price anticipating retailer’s pricing behavior 
in relation not only to the national brand but also to the private label. They compute the 
equilibrium prices with and without private labels. They show that the retail margin on the 
national brand is positively related to the size of the switching segment and is negatively 
related to the heterogeneity of the switching segment. The fi rst result is obvious. The second 
result arises due to the fact that as the heterogeneity in the switching segment increases, it 
is more costly for the retailer to attract the same proportion of switchers away from the 
national brand, which leads to lower concession from the manufacturer. The authors thus 
show that not only does a private label have a direct effect in terms of attracting more cus-
tomers in the market; it also has a strategic effect of eliciting better wholesale price conces-
sions from the manufacturer. They offer empirical support to their predictions.

To summarize, we have the following predictions from the analytical models:

Retailers in general will pass through manufacturers’ incentives. Greater than 100  ●

percent pass-through is predicated upon the shape of the demand curve.
Ignoring menu costs and adjustment costs of changing prices, cross-brand pass- ●

through is likely to occur.
Even if retailers forward-buy, in a competitive world we should see trade  ●

promotions.
Retail competition forces retailers to pass through more than they would normally  ●

have passed through based on demand and cost curves.
Trade promotions or concessions from manufacturers can arise when retailers  ●

market store brands or private labels.

4.  Profi tability and efficacy of trade promotions
In this section we discuss two key managerial issues: (i) how should one evaluate the prof-
itability of trade promotions and (ii) how can one make trade promotions more effective 
in achieving stated objectives?
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4.1  Evaluating the profi tability of trade promotions
At fi rst glance this seems a very simple task. Compare the profi ts with and without 
promotion and if the latter are greater than the former, declare victory because the pro-
motion is profi table. But closer examination reveals that it is not simple: evaluation of 
promotion is fraught with many measurement and data problems. To understand the 
difficulties, let us think about what happens when a promotion occurs by focusing on 
off-invoice promotion. If retailers anticipate that such promotions are temporary, they 
are likely to be strategic and engage in forward-buying. Likewise there is a large body 
evidence that consumers, when faced with retail promotions, forward-buy; more recent 
evidence (see, e.g., Van Heerde et al., 2003; Chan et al., 2008) seems to suggest that such 
stockpiling behavior accounts for a major portion of the sales spike. The amount that is 
forward bought is potentially an opportunity loss since these units could have been sold 
at the regular price at some point later in time. Of course not all of it is a loss since there is 
no guarantee that the retailer would have bought the same amount in future. Moreover, 
wholesale demand and retail demand of a product are subject to random shocks and 
competitive actions. Given all this, determining incremental sales due to a promotion 
is a complicated task. If consumers and retailers act strategically, examining shipments 
data in a ‘before versus after’ promotion analysis will be misleading. Next is the ques-
tion of identifying direct and indirect costs of promotion. What are the direct costs of 
running a trade promotion? What about the indirect or opportunity costs of accumulat-
ing higher inventory in preparation for a promotion etc? Thus, even if one can estimate 
the incremental sales, identifying the direct and indirect costs to evaluate profi tability of 
promotions is daunting. Two papers tried to tackle the profi tability of promotion using 
sales and shipment data.

Blattberg and Levin (1987) use a three-equation model and an accounting identity to 
predict shipments and consumer sales as below:

 Shipments {t} 5 f 1 ( inventory {t 2 1}, trade promotions, other factors)

 Retail promotions {t} 5 f 2(trade promotions {t}, trade promotions {t 2 1}, 
 inventories {t 2 1} )

 Consumer sales {t} 5 g ( trade promotions {t}, retail promotions {t 2 1},
 other factors {t}, other factors {t 2 1} )

 Inventories {t} 5 h ( inventories {t 2 1}, shipments {t}, consumer sales {t} )

They estimate the model using data from ten products and three markets. Using the esti-
mates, one can simulate what will happen when a trade promotion is offered to shipments 
and retail sales. This model, by being theoretically sound in that it relies on a process 
model of the fl ow of goods and money in the system, gives confi dence as to face valid-
ity. While this is a good beginning, note that they were not able to estimate separately, 
due to data problems, the second equation above to uncover the factors that drive retail 
promotions. Moreover, there was no attempt to explicitly control for or model within-
category competitive effects or interstore competition. Finally, the consumer sales model 
can be enriched to include drivers under the control of the retailers such as feature and 
display support etc.
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Abrahim and Lodish (1987) develop an expert system to evaluate the impact of promo-
tion. Their focus is on identifying baseline sales, those that would result in the absence of 
promotional effects. They defi ne sales at time t as

 S(t)  5 T(t)  * SI(t)  * X(t)  (b(t) 1 p( t) 1 e(t) )

where T, SI, X are trend, seasonal and ‘exception’ indices, b, p are the base-level sales 
and promotional bump after removing trend, seasonality and ‘exceptions’, and fi nally e 
is an error term. Through data analysis and judgment the baseline sales is estimated and, 
using that, the incremental sales and profi tability of any promotion can be estimated. 
Unlike the Blattberg and Levin model, this model is purely data driven and the statisti-
cal property of the baseline sales is not known. Further, the procedure for identifying 
exceptions seems not to follow from any structure but rather depend on the analyst’s 
judgment. For example, the authors report that category-level and competitive effects 
are captured by the exception index but it is not made clear how; nor is the robustness of 
this index measured.

To summarize, there have been some attempts to model the profi tability of trade pro-
motions. Largely due to the type of data available and the cost of conducting this exercise, 
we have not seen more of this type of research but it remains an important area.

4.2  Drivers of effective trade promotions
What are the drivers that improve the effectiveness of trade promotions? How can we use 
these drivers to optimize the timing and characteristics of promotional offers? To answer 
the fi rst question, we should develop metrics for effectiveness. Is it just profi tability, or are 
there other measures that we should examine? Hardy (1986) explored this issue through 
a survey of managers from a sample of 27 Canadian packaged good companies on 103 
trade promotions. Each manager was asked to complete the survey instrument for one 
successful and one unsuccessful promotion. Using these data, Hardy examines through 
a multiple regression model the drivers for the following four dependent variables: 
short-term volume, long-term market share, build-up of trade inventories and increased 
consumer trial. He found that trade support had a predictable impact on all the four 
metrics. The level of incentives affected positively the short- and long-term share goals 
while competitive promotion affected negatively the build-up of inventories, with the 
trade, of the focal brand. These results are intuitive. Blattberg and Neslin (1990), based 
on a study by Curhan and Kopp (1986), identify the following four factors as infl uencers 
on the level of support the retailers would provide:

1. Economic structure of promotions such as amount of discount, terms, requirements 
and restrictions.

2. Item importance, including volume, category size and competitive retail activity.
3. Manufacturer’s reputation.
4. Promotional elasticity.

Murry and Heide (1998) consider the issue of retailer participation and compliance 
with manufacturer-initiated promotions such as POP programs. They theorize that both 
interpersonal relationship and incentives matter in retailers’ decisions. They designed a 
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conjoint study that included four factors (two levels each) to capture both organizational 
and incentive drivers. The study was administered using a full factorial design to liquor 
and grocery store managers. They found that incentive factors are more important in the 
decisions of the retailers, and that strength of interpersonal relationship does not dimin-
ish this importance.

Which type of trade promotions would be best and what are the drivers? This is some-
what of an underresearched area. Given the structure of these promotional incentives, it 
is not surprising that manufacturers tend to favor performance-based promotions such 
as scan-backs while the retailers favor straight off-invoice promotions. Drèze and Bell 
(2003) show analytically that if the terms of the deals are identical, the above result is 
valid, but a manufacturer can redesign the scan-back promotion to leave the retailer no 
worse off while improving his profi tability. This is because under scan-back there is no 
excess ordering and retail price is lowered, resulting in higher retail sales. In their model 
there is no manufacturer or retail competition, so it is not clear how these added institu-
tional details would change the result.

5.  Trade promotion as part of the marketing mix
As any marketing student knows, fi rms have multiple instruments to stimulate demand 
and to respond to competitive and channel initiatives. So where does trade promotion fi t 
as part of the overall marketing strategy? How should managers address the problem of 
budget allocation? I explore these issues in this section.

Narasimhan (1989) explores the factors that are perceived to be important in deciding 
on consumer and trade promotions. He conducted a survey of brand managers to assess 
this. He identifi ed three factors that drive the importance attached to trade promotions. 
These are goal oriented (achieving sales targets, introducing new products, motivating 
sales force), defensive (maintaining shelf space, meeting competition), and penetration 
(increasing usage rate and getting more retailer push). The factors for consumer promo-
tion were similar except that there were two goal factors, one short and one long term. 
He found that the managers’ beliefs about the importance of these factors were corre-
lated with category and brand variables such as category, volume, growth rate, shelf life, 
purchase frequency, market share, rank etc. Finally, he fi nds that the decision to allocate 
money between trade and consumer promotions is based not only on category and brand 
variables but also on the perceived importance of the factors.

Neslin et al. (1995) consider a market consisting of a single manufacturer–retailer 
dyad and consumers. The manufacturer can advertise the product to consumers and 
trade-promote to its retailers. Advertising affects retail sales through the pull effect and 
retail promotion also affects retail sales. The manufacturer is assumed to maximize its net 
profi t over a year by deciding on the optimal allocation between advertising and trade 
promotions. Unlike the standard analytical models, they do not use a game-theoretic 
set-up. The amount to be ordered by the retailers, the intensity of promotion at retail 
level etc., do not come from maximizing behavior by the retailer but rather are written 
down as exogenous decisions. A demand equation describes the total sales at the retail 
outlet. They use numerical optimization methods to arrive at an optimal policy for the 
manufacturer. In the base case, for example, they show that periodic trade promotions 
and constant advertising expenditures except in the period before a trade promotion is 
an optimal strategy. While this kind of exercise incorporates a level of richness that is 
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not found in standard analytical models, the non-strategic behavior of retailers and con-
sumers is a limitation of such an exercise.

Gomez et al. (2007) evaluate the drivers behind the allocation of the trade promotion 
budget and its components. They hypothesize that the amount of money allocated to 
trade promotion increases is positively (negatively) correlated with the size of retailer 
and the brand power of retailer (size of manufacturer, brand strength) while the effect 
of private label penetration is ambiguous. Similarly, allocation of money between off-
invoice and performance-based scan-backs is also driven by these factors. Using survey 
data from 36 supermarkets in the USA, they test their hypotheses and fi nd support. It is 
interesting and somewhat intuitive that they fi nd that, with greater retailer size, position-
ing and power through private label, retailers are able to elicit better concessions from 
the manufacturer through off-invoice promotions, a point made earlier by Narasimhan 
and Wilcox (1998).

Gerstner and Hess (1991, 1995) consider the dual role of trade promotions and con-
sumer promotions through coupons or rebates. They consider a manufacturer–retailer 
dyad with no competition at either level. Consumers are of two types, H and L. The H type 
has a higher reservation price than the L type. All consumers desire at most one unit of the 
product as long as the price is less than their reservation price. The manufacturer distrib-
utes the product through a retailer and decides on the wholesale price fi rst and, conditional 
on this, the retailer decides his retail price. As long as the L-type segment size is below a 
critical level, the manufacturer’s optimal strategy is to cater only to the H type. But as the 
L type grows it is optimal for the manufacturer and for the channel as a whole to sell to 
both types. But in the standard Stackleberg leader–follower game, if the manufacturer 
lowers the wholesale price, the retailer has every incentive not to pass along the lowered 
price to attract the L type due to the standard double marginalization problem. Gerstner 
and Hess show how the use of pull promotions through rebate or coupon can coordinate 
the channel. They go on to discuss the effect of coupons and what happens if perfect tar-
geting of low-value consumers is not possible. This paper doesn’t capture the essence of 
trade promotions, which are temporary reductions in wholesale price. These papers offer 
insights into when a wholesale price reduction is necessary and how other marketing mix 
variables play a role in enhancing the effectiveness of such a policy. These papers make 
two interesting points. Consumer promotions in conjunction with trade promotion can 
coordinate the channel. Pull promotions, in addition to any discriminatory or segmenta-
tion effect among end users, can serve an added role in the presence of an intermediary.

Agrawal (1996) considers the effect of brand loyalty on advertising and trade promo-
tion. He constructs a theoretical model that captures two competing manufacturers dis-
tributing one brand each and a common retailer that distributes both brands. Consumers 
desire at most one unit of either product as long as the retail price is less than $r. There 
are two segments of consumers each loyal to one of the two brands, but each will switch 
to the other brand if the price of the other brand is lower than a threshold relative to its 
favorite brand. The retail demand for brand i (i 5 1, 2; j 5 3 2 i) can be written as

Di (pi, pj ) 5 u 1 if pi ,  pj 2 lj

Mi if pi 2 li #  pj # pi 1 lj

0 if pj ,  pi 2 li

(13.4)
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where pi and pj are retail prices, and li and lj represent the threshold the competing 
brand has to overcome. A fi rm’s own advertising expenditure raises, at a diminishing 
rate, the threshold the other fi rm has to overcome but competitive advertising lowers 
this threshold. So fi rm i’s advertising raises li while fi rm j’s advertising lowers li and vice 
versa. The author assumes that the thresholds for two brands are sufficiently different 
so that the brand with a larger l is called the stronger brand and the other the weaker 
brand. The game proceeds in four stages. In stage one, the two manufacturers simulta-
neously decide on their respective advertising levels. In stage two they simultaneously 
set wholesale prices, in stage three the retailer sets the retail prices for the two brands 
and in stage four consumers observe all the prices and make their choices. He fi nds 
that the retailer, similar to Narasimhan’s results, promotes the stronger brand more 
frequently than the weaker brand. Turning to the manufacturer, he fi nds that there are 
several equilibria, depending on the marginal cost of advertising, where the stronger 
brand does not advertise but the weaker brand advertises and the promotional strategy 
is one of the following:

(a) Neither manufacturer promotes.
(b) Both promote and the weaker brand spends less.
(c) Both promote and the weaker brand spends more.

On pass-through of trade promotions the author fi nds that the stronger brand enjoys 
greater pass-through in terms of frequency but not on the size of the discount. Some of 
these results, especially on the pass-through, seem to be inconsistent with the empirical 
evidence cited earlier. Using scanner panel data, he examines some of the predictions 
from his model. To test these predictions he fi rst estimates the size and strength of loyalty 
for each of 54 brands in seven different categories. Using linear regression he estimates 
the following three modes at the brand level:

 Advertising expenditure 5 a0 1 a1 3 loyalty 1 a2 3 size
 1 category dummies 1 e1

 Average retail discount 5 b0 1 b1 3 loyalty 1 b2 3 advertising expenditure 
 1 category dummies 1 e2

Frequency of retail promotions 5 g0 1 g1 3  loyalty 1 g2

 3 advertising expenditure 1 category dummies 1 e3

Consistent with his theoretical predictions, he fi nds that high loyalty leads to lower adver-
tising expenditures, lower retail discount and greater frequency of retail promotions, and 
loyal segment size is positively related to the manufacturer’s advertising expenditure. The 
contribution of this paper is in considering trade promotions as part of the overall mix in 
conjunction with advertising and promotions at both the wholesale and retail level.

6.  Discussion
In this chapter I discuss several research streams examining the role of trade promo-
tions, the incentives of trading partners in offering and accepting these, the drivers of the 
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efficacy of trade promotions, evaluating the profi tability of trade promotions and how 
trade promotions may interact with other marketing variables.

Manufacturers, especially CPG manufacturers, have been allocating a greater share of 
the promotional budget to trade promotions over time. We are also seeing a shift in the 
allocation among the types of promotions, partly driven by improvements in IT that have 
lead to better data capture, analysis and monitoring.

Existing research has evolved along the following streams:

Documenting retailer acceptance and pass-through rates. ●

Empirically identifying the drivers of retailer acceptance. ●

Analytical models exploring the rationale behind trade promotions in monopoly  ●

and competitive contexts.
Analytical models characterizing the impact of promotions on retailers and their  ●

propensity to accept these.
Models evaluating profi tability. ●

Understanding the drivers to improve the e ● fficacy and impact of trade promotion.
Role of trade promotion as part of the marketing mix. ●

Several conclusions emerge from the extant literature:

Retailers are selective in passing the money they receive from the manufacturers  ●

to the consumers. Surprisingly, several instances have been documented where the 
retailers pass through more than they receive.
A brand’s strength and its ability to pull sales or increase store tra ● ffic (Lal and 
Narasimhan, 1996), item importance, size and structure of incentives are key pre-
dictors of retailer compliance.
Retail competition increases the pass-through rate. ●

Trade promotions can arise even if retailers forward-buy. ●

The presence of store brands or private labels acts as an important driver for  ●

the manufacturers to offer concessions to trade, often in the form of trade 
promotions.
Cross-brand pass-through can occur, although the empirical evidence seems to be  ●

somewhat scant or mixed.

Based on this, I expect future research to continue to build on this important topic along 
the following lines:

A broader assessment of the empirical regularities across many categories and  ●

markets such as in international markets.
Exploring in greater depth the e ● fficacy and profi tability of trade promotions by 
explicitly modeling retailer characteristics such as size, market share, reputation 
etc. in the empirical models.
Extending and checking for robustness of the fi ndings in non-grocery markets such  ●

as apparel, electronic goods, toys etc. Some studies have looked at trade promo-
tions in durable goods (Bruce et al., 2005) and dealer promotions in automobiles 
(Busse et al., 2006). More work along these dimensions would help us to understand 
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and establish robust drivers for the incidence, acceptance and pass-through of these 
trade promotions.
Examining analytically and empirically the promotion incentives, acceptance and  ●

performance when there are multiple channels such as brick-and-mortar and online 
channels.
Examining the strategic role of trade promotions as part of the overall pricing strat- ●

egy. How exactly do or should fi rms design trade incentives and an overall pricing 
strategy including a regular list price?
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14  Competitive targeted pricing: perspectives from 
theoretical research*
Z. John Zhang

Abstract
With an unprecedented capability to store and process consumer information, fi rms today can 
tailor their pricing to individual consumers based on consumer preferences and past buying 
behaviors. In this chapter, we discuss this nascent practice of targeted pricing from a theoreti-
cal perspective. We focus on three main questions that are relevant to assessing the future of 
this practice. First, is targeted pricing benefi cial to practicing fi rms? Second, if a fi rm decides to 
embrace targeted pricing, what should be its targeting strategy in terms of whom to target and 
with what incentives? Third, is targeted pricing benefi cial to the society as a whole? We draw on 
the existing literature on targeted pricing to offer some preliminary answers to these questions.

1.  Introduction
Targeted pricing, as the term is commonly used by practitioners, refers to the practice 
where a fi rm tailors its prices of a product to individual customers based on some discerni-
ble differences in their preferences, willingness to pay, buying behaviors, etc. For instance, 
when selling magazines, a publisher may decide to offer a discount to a new subscriber, 
but withhold the same discount from someone who has been a loyal subscriber for years. 
In the famous battle for market share between AT&T and MCI in the early 1990s, AT&T 
successfully persuaded many MCI customers to switch carriers by offering them person-
alized checks in the amounts of $25 to $100 depending on each consumer’s long-distance 
calling history and experience with AT&T (Turco, 1993). Today, many industries adopt 
some form of targeted pricing when they have actionable customer information, and such 
practices are also variably called ‘one-to-one pricing’, ‘personalized pricing’, ‘tailored 
pricing’, and sometimes ‘dynamic pricing’.

On the surface, targeted pricing is nothing new and merely a form of price discrimina-
tion. The textbook defi nitions for different forms of price discrimination we use today 
came from the English economist Arthur C. Pigou (1877–1959). In his book Economics of 
Welfare, originally published in 1920, Pigou articulated three forms of price discrimina-
tion that a monopolist could implement. To use Pigou’s words,

A fi rst degree would involve the charge of a different price against all the different units of com-
modity, in such wise that the price exacted for each was equal to the demand price for it, and no 
consumers’ surplus was left to the buyers. A second degree would obtain if a monopolist were 
able to make n separate prices, in such wise that all units with a demand price greater than x were 
sold at a price x, all with a demand price less than x and greater than y at a price y, and so on. 
A third degree would obtain if the monopolist were able to distinguish among his customers n 
different groups, separated from one another more or less by some practicable mark, and could 
charge a separate monopoly price to the members of each group. (Pigou, 1929, p. 278)

* The author thanks Christophe van Den Bulte, Vithala Rao, Preyas Desai, David Bell, Eric 
Bradlow and Raghu Iyengar for their constructive comments on this chapter.
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However, targeted pricing as practiced in industries today frequently does not fi t any of 
these different forms of price discrimination. For instance, when amazon.com targets its 
loyal customers with a high price for a book, while charging a new, occasional purchaser 
a low price for the same, it implements a pricing scheme that cuts across all three forms 
of price discrimination and, arguably, goes beyond what has been understood to be the 
standard practices of price discrimination. First, amazon.com’s pricing scheme is based 
primarily on past buying behaviors, rather than on any invariable ‘practicable mark’ such 
as gender, age and other demographics. Therefore this practice of targeted pricing is not 
exactly the third degree of price discrimination where customers with the same charac-
teristics, say being students or senior citizens, are charged the same price. Second, it is 
not exactly the second degree of price discrimination, either, as both loyal and occasional 
purchasers are buying the same amount. In addition, it is amazon.com that is assigning a 
price to individual customers, and customers do not have a chance to self-select in terms 
of what they end up paying. Finally, this pricing practice is almost certainly not fi rst-
degree price discrimination, as the pricing scheme does not tap into variations in willing-
ness to pay that must exist among loyal as well as among occasional customers.

It is perhaps not surprising that a classifi cation scheme developed nearly a century 
ago can no longer encompass an ever-increasing number of different schemes of price 
discrimination concocted today by increasingly sophisticated practitioners. In the area of 
price discrimination, two market forces drive today’s practitioners to become ever more 
inventive. First, the availability of new information technologies and sophisticated data-
base analytics, and the widespread use of Internet transactions allow fi rms to gather and 
process detailed customer information on a large scale and in a timely and cost-effective 
manner. Consequently, fi rms are having ever-sharper pictures of individual customers so 
that they can move away from a labor-intensive targeting approach (Desai and Purohit, 
2004) and go beyond static, obvious variables such as demographics and purchasing 
quantities in designing their price discrimination schemes. They can look into consumer 
preferences, loyalties and other psychographics, as well as geographic and other discern-
ible and quantifi able differences among customers. Second, as the marketplace is becom-
ing increasingly competitive, fi rms need to tune their pricing schemes constantly to stay 
ahead of competition when searching and capturing the last pockets of profi tability in 
the marketplace.1

The proliferation of targeted pricing practices challenges not only the standard tax-
onomy of price discrimination, but also much of the conventional wisdom about price 
discrimination. One such piece of conventional wisdom is that price discrimination 
should always benefi t the practicing fi rm whether it implements fi rst-, second- or third-
degree price discrimination. After all, a fi rm, by being a monopoly, has the choice not 
to implement any price discrimination. However, in today’s market environment, this 
logic is no longer valid, and certainly not in the industries where we frequently observe 
targeted pricing. For example, in the case of AT&T mentioned above, competition is a 
driving force behind its practice of targeted pricing. Indeed, AT&T’s primary targets for 
its switching checks were MCI’s customers. Armed with customer usage information in 

1 Of course, even with conventional price discrimination schemes, competition intensity in a 
market plays an important role, as shown in Desai (2001).
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addition to customer addresses and demographics, AT&T could identify the switchable 
customers who were served by MCI and gauge the strength of their preferences for MCI 
to determine the right incentives required to induce them to switch. In this case, price 
discrimination was implemented based on consumer relative preferences. In addition, 
targeted pricing did not and could not take place in an insulated market where AT&T 
could ignore any competitive reactions. As a matter of fact, MCI implemented its own 
targeted pricing campaign to switch AT&T’s customers, too. As a result of competitive 
targeted pricing, millions of customers switched (perhaps multiple times) between the two 
fi rms as they cashed the switching checks received from both fi rms.

In this new reality of price discrimination, three fundamental questions arise that are 
of interest to practitioners and marketing scholars alike. First, can fi rms benefi t from 
targeted pricing in oligopolistic markets? Many practitioners and experts may be tempted 
to offer a quick ‘yes’. However, the answer is not that obvious, considering the complexity 
involved in implementing targeted pricing in terms of costs, competitive reactions and 
consumer responses. Yet the answer to this question gives us a perspective to guide the 
practice of targeted pricing and to assess its future. For instance, if fi rms become worse off 
because of targeted pricing, they may not have much incentive to invest in their targeting 
capability or they may want to seek ways to restrain targeted pricing in their industry. 
The answer to this question also offers some strategic prescriptions as to whether a fi rm 
should adopt targeted pricing and how it should prepare itself for such a future.

Second, if a fi rm decides to implement targeted pricing, what should be its targeting 
strategy? In other words, if a fi rm can identify consumers and charge different prices to 
different consumers, how should it deploy its capabilities? More concretely, should the 
fi rm target its competitor’s customers with a discount, its own customers, or both? Our 
answer to this question can help us to understand the current practice of targeted pricing 
and offer some strategic guidance to practitioners.

Third, does targeted pricing improve social welfare? Marketers need to pay attention to 
this question because welfare implications do have regulatory implications, and our answer 
to this question may affect the legal environment in which targeted pricing is conducted.

In this chapter, we take a brief tour of the recent literature on targeted pricing to see 
how it answers those three questions. Before we start on that tour, three points are worth 
noting. First, targeted pricing is a nascent practice. Few data are available that can help us 
to address those three questions. For that reason, empirical research on targeted pricing 
mostly focuses on how a fi rm can or should implement targeted pricing given that it has a 
certain kind of customer information (Rossi and Allenby, 1993; Rossi et al., 1996; Dong 
et al., 2006; and Zhang and Wedel, 2007). Theoretical research, in contrast, is uniquely 
suited for addressing all three questions in a competitive context. Therefore, in this 
chapter, we focus exclusively on the theoretical literature on targeted pricing.

Second, targeted pricing is an evolving practice, and new ways to implement targeted 
pricing emerge all the time. Therefore it is infeasible and perhaps even unwise to try to 
catalog all of the existent practices. The theoretical literature on targeted pricing so far 
mostly focuses on preference-based and behavior-based targeted pricing and we shall 
do the same in this chapter. Third, most of the theoretical studies on targeted pricing 
are fairly complex technically. Such technical complexity has sometimes rendered the 
literature inaccessible to a broad audience. Therefore, in our opinion it is desirable to 
discuss the messages of the literature without being unduly encumbered by technicalities. 
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Towards that objective, we shall use simplifi ed models instead of the original models, 
whenever possible, to illustrate the basic economics behind the main conclusions of this 
literature. In what follows, we take up each of the three questions in turn.

2.  Would fi rms benefi t from targeted pricing?
The simple answer to this question is ‘it depends’! That is, of course, the easy part of the 
answer. The difficult part is to fi gure out what it depends on. Many researchers, such as 
Thisse and Vives (1988), Shaffer and Zhang (1995), Bester and Petrakis (1996), Chen 
(1997), Fudenberg and Tirole (2000), and Taylor (2003), have investigated this question 
with different models. We can use a simple model to capture the gist of their arguments.

In any market where targeted pricing is implemented, consumers must be heterogene-
ous in their preferences and fi rms must be selling a differentiated product. We can use 
the standard Hotelling (1929) model to capture both market conditions. Concretely, 
consider two fi rms located respectively at 0 and 1 of a unit Hotelling line and set their 
prices independently. For simplicity, we assume away all production costs. Consumers in 
the market are uniformly distributed along the unit line and we normalize the number of 
consumers to one, so we do not need to carry a constant around in our computations. To 
follow convention, we further assume that each consumer in the market makes at most 
only a single unit purchase if such a purchase generates positive surplus.

Before a consumer makes a purchase, she will compare the surplus she would get from 
Firm 1 with that from Firm 2, and choose the fi rm that provides the most surplus. To make 
the choice decision more concrete, let V stand for the reservation price that consumers are 
willing to pay for their ‘ideal’ product and let t denote the unit transportation cost that a 
consumer must incur to purchase a non-ideal product. Then, for a consumer located at x 
[  [0, 1], if she purchases from Firm 1 at the price p1, the surplus she obtains is V 2 p1 2 tx. 

If she purchases from Firm 2 at the price p2, her surplus is V 2 p2 2 t(1 2 x). Thus, depend-
ing on the location x, even if both fi rms charge the same price to a consumer, the consumer 
will have a defi nite preference in terms of where she prefers to make the purchase – she 
will purchase the product that is closer to her ideal product. This preference heterogeneity 
gives rise to the possibility of using targeted pricing to compete for customers.

To isolate the effect of targeted pricing, let us fi rst establish the benchmark of uniform 
pricing where each fi rm can only charge one price to all consumers. In this case, we can 
easily identify the location of marginal consumers x| such that to the left of x|, all consum-
ers purchase from Firm 1 and, to the right, all consumers purchase from Firm 2. From 
V 2 p1 2 t x| 5 V 2 p2 2 t(1 2 x|), we have

 x| 5
p2 2 p1 1 t

2t
 (14.1)

Then it is easy to write down each fi rm’s payoff function and they are, respectively, p1 5 
p1

x̃ and p2 5 p2(1 2 x|). As each fi rm sets its price to maximize its payoffs, we can derive the 
equilibrium prices and profi ts from the fi rst-order conditions and they are, respectively, 
p1 5 p2 5 t and p1 5 p2 5 t/2. The equilibrium is illustrated in Figure 14.1.

In this equilibrium of uniform pricing, the two competing fi rms share the market equally, 
i.e. x| 5

1
2. A fi rm has no incentive to price more aggressively to gain a larger market share 

in this case because by cutting its price to lure marginal consumers away from the com-
petition, the fi rm also cuts its price to all consumers who would have purchased from the 
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fi rm without the price cut. In other words, without the fl exibility of charging different cus-
tomers at different locations a different price, a fi rm must leave more money on the table 
for those non-marginal customers in order to generate more incremental sales. However, 
targeted pricing gets a fi rm out of that bind and gives it the needed fl exibility.

To see this, suppose that Firm 1 suddenly gains the capability of implementing targeted 
pricing in the sense that it can set location-specifi c prices p1(x) for all x [  [0, 1], but Firm 
2 cannot. In this case, in any equilibrium, there still exists an x| such that all consumers 
located to the right of x| will purchase from Firm 2 and to the left from Firm 1. Then, at 
x|, given that Firm 1 can charge a location-specifi c price p1(x

|), it must be the case that 
Firm 1 sets p1(x

|) 5 0, which is Firm 1’s marginal cost. Otherwise, Firm 1 can always 
lower its p1(x

|) slightly to secure the patronage of the consumers located at x| and increase 
its profi t. This means that for any given p2, we can obtain the location of the marginal 
consumers for this case of unilateral targeting by replacing p1 in equation (14.1) with 0, 
i.e. x| 5 (p21t)/2t.

To determine Firm 1’s prices for consumers located at x < x|, we note that Firm 1 has no 
incentives to offer to anyone a price that is lower than what is needed to make a consumer 
indifferent between buying from Firm 1 and from Firm 2. In other words, the equilib-
rium p1(x) is determined by setting V 2 p1 (x) 2 tx 5 V 2 p2 2 t(1 2 x)   for  x ,  x|. 
Therefore, we should have in equilibrium

 p1 (x) 5 ep2 1 t (1 2 2x) if x #  x|,
0 if otherwise

 (14.2)

Firm 1’s payoff is then given by p1 5 ex
0 p1 (x)dx and Firm 2’s payoff by p2 5 p2 (1 2 x|) .

By taking the fi rst-order condition with respect to Firm 2’s payoff,2 we can easily 

2 Here, we follow the example in Thisse and Vives (1988) to treat Firm 1 as a price follower 
when it implements targeted pricing because of its pricing fl exibility.

Price

0

(a) Unilateral targeting by Firm 1

1/2 3/4 1

(3/2)t

t/2

t

Price

0

(b) Competitive targeted pricing

1/2 1

t

Note: The benchmark case of uniform pricing is illustrated with solid lines in both cases.

Figure 14.1 Equilibrium prices and market share
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determine the optimal price for Firm 2 and hence the optimal pricing schedule for Firm 
1. We illustrate this equilibrium of unilateral targeting in Figure 14.1(a).

In this equilibrium of unilateral targeted pricing, Firm 1 is better off, with its profi t 
increasing from t/2 in the case of uniform pricing to 9

16t. From Figure 14.1(a), we can 
see that Firm 1 is better off for two reasons. First, Firm 1 can tailor its prices to custom-
ers based on their strength of preference, offering varying discounts to those who have 
progressively stronger preferences for Firm 2. This fl exibility in pricing helps Firm 1 to 
increase its market share from 1

2 to 3
4 (see Figure 14.1a). This is ‘the market share effect’. 

Second, Firm 1 can also charge progressively higher prices to those who have progres-
sively stronger preferences for its own product. This is ‘the price discrimination effect’. 
Because of these two effects, most practitioners and experts have intuitively come to the 
conclusion that targeted pricing will always benefi t the practicing fi rm.

However, this need not be the case. In Figure 14.1(a), we get a hint as to why a prac-
ticing fi rm may not benefi t in a competitive context. When both fi rms adopts uniform 
pricing, they each set their price at t. However, when Firm 1 has the capability of deploy-
ing targeted pricing, Firm 2 responds by lowering its price from t to t/2 in an effort to 
counter the threat of targeted pricing from Firm 1. In other words, targeted pricing can 
potentially trigger more intense price competition. We can see this ‘price competition 
effect’ more clearly if we also allow Firm 2 to implement targeted pricing so that we have 
competitive targeted pricing in the market.

When both fi rms can set a location-specifi c pricing schedule, respectively p1(x) and 
p2(x), we can follow the similar steps as in the case of unilateral targeted pricing to 
derive the equilibrium pricing schedules, which are given below and illustrated in Figure 
14.1(b).

 p1 (x) 5 e t (1 2 2x) if x #  
1
2

0 if otherwise
 (14.3)

 p2 (x) 5 e t (2x 2 1) if x $  
1
2

0 if otherwise
 (14.4)

In this equilibrium, the market share effect disappears, as the competing fi rms share the 
market equally (see Figure 14.1(b)). The price discrimination effect is still present, as we 
can see from the above pricing schedules. However, it is not strong enough to outweigh 
the price competition effect. This is refl ected in the fact that both fi rms’ pricing schedules 
are uniformly below t, the price that both fi rms set in the benchmark case of no targeted 
pricing. As a result, both fi rms are worse off with a lower profi t of t/4.

The fact that competitive targeted pricing could make practicing fi rms worse off 
is perhaps not very surprising in hindsight. As pointed out by Corts (1998, p. 321), 
‘Competitive price discrimination may intensify competition by giving fi rms more 
weapons with which to wage their war.’ When competing fi rms all have the fl exibility of 
targeted pricing, they can target each other’s customers with great accuracy and efficiency, 
and they will all have to compete for each individual customer in the market. For that 
reason, the intensity of price competition increases to the detriment of both fi rms. Also 
for that reason, the early studies on competitive targeted pricing, such as Thisse and Vives 
(1988), Shaffer and Zhang (1995), Bester and Petrakis (1996), Chen (1997), Fudenberg 
and Tirole (2000), and Taylor (2003), have all come to the same conclusion, in varying 
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institutional contexts and with different models, that competitive targeted pricing will 
make practicing fi rms worse off.

This conclusion, of course, does not bode well for the future of targeted pricing. 
However, some refl ection based on the analysis we have conducted so far tells us that this 
conclusion is not inevitable. This is because even if the fl exibility compels fi rms to wrestle 
each other for each customer in the market, it does not give all fi rms an equal chance to 
win each wrestling match. In fact, if a fi rm is a ‘Sumo wrestler’ to start with, the fl exibility 
may give it a chance to wrestle for each customer and win each customer, too. In that 
asymmetrical case, the market share effect can be enhanced and the price discrimination 
effect can be amplifi ed so that the Sumo wrestler can be better off with targeted pricing 
than without. Then the question is what kind of fi rms might be Sumo wrestlers? Shaffer 
and Zhang (2002) address that question.

To illustrate the argument in that article, consider the following simple model where 
Firm 1 sells a high-quality product and Firm 2 sells a low-quality product. Suppose that 
all consumers are willing to pay V for a low-quality product, but V 1 u for the high-
quality product, where u [  [0, 1] follows a uniform distribution. In other words, the 
willingness to pay for the low-quality product is constant, but that for the high-quality 
product varies among consumers. For simplicity, we still maintain the assumption that all 
costs are zero. Thus, if both high- and low-quality fi rms charge a single price, respectively 
pl and ph, we must have the payoff functions for both fi rms given respectively by pl 5 pl(ph 
2 pl) and ph 5 ph(1 2 ph 1 pl). From fi rst-order conditions, we can easily determine equi-
librium prices and profi ts. They are pl 5

1
3, ph 5

2
3, pl 5

1
9, and ph 5

4
9. In this equilibrium, 

the high-quality fi rm gets two-thirds of the market and the low quality fi rm one-third.
Now imagine that both fi rms can costlessly implement targeted pricing. In this case, 

it is easy to see that in equilibrium the high-quality fi rm can corner all consumers by 
charging u, the premium that a consumer is willing to pay for a high-quality product. The 
low-quality fi rm will charge zero (the marginal cost) to all consumers, but sell to none. 
Here, the low-quality fi rm makes zero profi t under competitive targeted pricing and the 
high-quality fi rm’s profi t is ph 5

1
2 .  

4
9. The high-quality fi rm is the Sumo wrestler!

The model used in Shaffer and Zhang (2002) is more general than this simple model 
suggests, and it incorporates the four main features of targeted pricing: individual 
addressability, personalized incentives, competition and costs of targeting (Blattberg and 
Deighton, 1991; Schultz, 1994). The model also allows customers to be loyal to different 
fi rms in a competitive context and introduces differences in the size of customer groups 
loyal to the respective fi rms.

Their analysis shows that a fi rm can benefi t from competitive targeting after all, even 
if all consumers are perfectly addressable. The fi rm that commands a larger loyal fol-
lowing, i.e. that has more customers who are willing to pay a premium for its product, 
will be the one that benefi ts. This is because under competitive targeted pricing, a fi rm’s 
expected payoff from consumers who are contested by competing fi rms comes only from 
the loyalty that these consumers have for the fi rm’s brand. Although a fi rm is always able 
to outbid its competitor for the consumers who prefer its brand, targeted pricing dissi-
pates all potential rents except for the premiums that contested consumers are willing to 
pay for a brand. Therefore, in an information-intensive marketing environment where 
a fi rm’s customers are not anonymous to competition, the last line of defense in a fi rm’s 
battle to acquire or retain a customer is the customers’ relative preference for the fi rm. 
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In this context, one can readily appreciate the vital importance of individual (rather than 
average) consumer loyalty in the information age and hence the need for a fi rm to invest 
in enhancing consumer brand loyalty through quality, relationship, satisfaction, one-to-
one marketing etc.

More recently, Liu and Zhang (2006) have shown that in a channel context, manufac-
turers are typically such Sumo wrestlers if they are in a position to dictate the wholesale 
prices for retailers. This is because, without targeted pricing at the retail level, a retailer 
can always commit to a single price markup and leverage the market coverage to get the 
manufacturer to charge a low wholesale price. In other words, the retailer can credibly 
threaten to raise its retail price to all end users automatically and sell to far fewer custom-
ers if the manufacturer charges a high wholesale price. To alleviate ‘the double marginali-
zation problem’, the manufacturer will not charge too high a wholesale price. However, 
with the ability to implement targeted pricing at the retail level, the retailer loses such a 
leverage somewhat, as it will use variable markups to sell to end users. This means that the 
manufacturer can raise its wholesale price without worrying too much about worsening 
the double marginalization problem.

Of course, the existence of a Sumo wrestler, or asymmetry in competition, is a more 
obvious situation where a fi rm can benefi t from competitive targeted pricing. A tougher 
question to answer is, whether in a situation where competing fi rms are equally matched 
and they all implement targeted pricing, can any of them become better off? This is a situ-
ation where the early literature has shown that the market share effect of targeted pricing 
disappears and the price competition effect dominates. More recently, however, Chen et 
al. (2001) have concluded that a fi rm, indeed all competing fi rms, can become better off 
in that situation.

Chen et al. (2001) note that targeted pricing in practice is imperfect in that competing 
fi rms can never distinguish different types of customers in a market with certitude.3 For 
instance, a fi rm’s own loyal customer may be mistaken for a switcher because of a fi rm’s 
imperfect targetability. When fi rms compete with imperfect targetability, what they term 
the ‘mistargeting effect’ will be at work, which can help to moderate price competition to 
the benefi t of all competing fi rms. More concretely, fi rms always want to charge a high 
price to price-insensitive loyal customers and a low price to price-sensitive switchers. Due 
to imperfect targetability, each fi rm will mistakenly classify some price-sensitive switchers 
as price-insensitive loyal customers and charge them all a high price. These misclassifi ca-
tions thus allow its competitors to acquire those mistargeted customers without lowering 
their prices and, hence, reduce the rival fi rm’s incentive to cut prices. This effect softens 
price competition in the market, which benefi ts all competing fi rms. Of course, the mag-
nitude of this effect will depend on targetability, and at a sufficiently high targetability, 
say perfect targetability, this effect can be weakened to the extent that neither fi rm can 
benefi t from competitive targeted pricing.

Thus this study narrows down the conditions under which competing fi rms cannot 
benefi t from competitive targeted pricing. There are two: fi rm symmetry and (sufficiently) 
high targetability. In addition, the article points out that imperfect targetability also 

3 Interestingly, Chen and Iyer (2002) show that competing fi rms may even purposefully under-
invest in their targetability so that they do not identify consumers perfectly.
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qualitatively changes the incentive environment for competing fi rms engaging in targeted 
pricing. For instance, superior knowledge of individual customers can be a competitive 
advantage, but competing fi rms may all benefi t from exchanging individual customer 
information with each other at the nascent stage of targeted pricing when fi rms’ target-
ability is low. Indeed, under certain circumstances, a fi rm may even fi nd it profi table to 
give away this information unilaterally. In terms of competitive dynamics, Chen et al. 
(2001) suggest that competitive targeted pricing does not doom small fi rms. In fact, tar-
geted pricing may provide a good opportunity for a small fi rm to leapfrog a large fi rm. 
The key to leapfrogging is a high level of targetability or customer knowledge. In other 
words, small fi rms can also become the Sumo wrestler if they manage to gain a high level 
of targetability fi rst.

The literature has also looked into behavior-based targeted pricing. When consumers 
with varying brand preferences are all passive recipients of a targeted price and they do 
not react when a fi rm takes away their surplus, fi rms can understandably become better 
off. However, when more and more consumers become aware of the practice of targeted 
pricing, many of them will start to react to the practice and behave strategically (Feinberg 
et al., 2002). For instance, a price-insensitive customer may fake being a price-sensitive 
customer by refusing to pay a high price. In that case, could targeted pricing still benefi t 
a practicing fi rm? Villas-Boas (2004) offers an intriguing answer to that question.

Villas-Boas (2004) shows that if a fi rm targets a consumer based on the consumer’s past 
buying behavior and the consumer knows about it, the consumer may start to behave 
strategically: choosing to forego a purchase today to avoid being recognized as a price-
insensitive customer and hence to avail herself of a low price targeted at new buyers. Such 
strategic waiting on the part of consumers can hurt a fi rm both through reducing the 
benefi t of price discrimination and through foregone sales. As a result, even a monopoly 
cannot benefi t from targeted pricing.4 A more recent study by Acquisti and Varian (2005) 
has come to a similar conclusion from the perspective of the revelation mechanism design, 
showing that it is never profi table for a monopolist to condition its pricing on purchase 
history, unless a sufficient number of consumers are not sophisticated enough to see 
through the seller’s targeting strategy or the fi rm can provide enhanced services to boost 
consumer valuation subsequent to a purchase. In a competitive context, however, a fi rm 
cannot benefi t from targeted pricing based on consumer purchase history at all.

Both studies have pointed to the difficulty in implementing price discrimination when 
consumers can anticipate future prices and make intertemporal adjustments. Without 
the benefi t of price discrimination, targeted pricing will most likely make a fi rm worse 
off. However, just as there are reasons to believe that the existence of rational, forward-
looking consumers can reduce the benefi t of targeted pricing, there are also reasons to 
believe that their existence may enhance that benefi t, too. For instance, in a two-period 
game, Fudenberg and Tirole (2000) show that a fi rm always has the incentive to offer 
discounts to the rival fi rm’s customers who have revealed, through their prior purchase, 
their preference for the rival fi rm’s product. In other words, once a fi rm fi gures out who is 
buying from whom, the fi rm always has an incentive to poach the rival’s customers with 
a low price. Anticipating such a poaching discount, consumers should become less price 

4 In an earlier paper, Villas-Boas (1999) also shows that competing fi rms can all be worse off.
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sensitive when they make their initial purchases, and this demand-driven effect should 
help to sustain high initial prices in the market. These high initial prices in turn should 
benefi t competing fi rms.

On the supply side, the pursuit of targeted pricing can also generate some strategic 
benefi ts. In practice, fi rms frequently need to ‘experiment’ with their prices in order to 
gauge customer price sensitivities. A long stream of research on price experimentation 
shows that a fi rm may optimally experiment with its pricing decision at the cost of its 
current profi t in order to enhance the informativeness of the observed market demand, 
and such information can help the fi rm to increase its future profi t (Kihlstrom et al., 1984; 
Mirman et al., 1993). Interestingly, Mirman et al. (1994) subsequently show that such 
information always helps a monopolist, but may be detrimental to competing fi rms. Chen 
and Zhang (forthcoming) have recently extended the analysis to the case where fi rms may 
experiment with their prices not to gauge an uncertain market demand more accurately 
but to recognize the individual segments of a certain market demand for the purpose of 
implementing targeted pricing.

Chen and Zhang (forthcoming) show that the pursuit of customer recognition by 
competing fi rms based on consumer purchase history can moderate price competition in 
a market. This is because, as a fi rm strives to glean more accurate, actionable customer 
information for subsequent targeted pricing, it must seek to sell to a small number of cus-
tomers, or to achieve ‘exclusivity’. Exclusivity can come only with a high price, relative to 
the rival’s price, such that not all consumers will purchase from the fi rm. Consequently, 
the fi rm has a strategic incentive to raise its price in its pursuit of customer recognition 
and price discrimination, to the benefi t of all competing fi rms. In fact, Chen and Zhang 
(forthcoming) show that, paradoxically, a monopolist can become worse off because of 
the fi rm’s quest for customer recognition, similar to Villas-Boas (1999), but competing 
fi rms can all become better off when they all actively pursue customer recognition. This 
is because competition amplifi es what they term as ‘the price-for-information’ effect, as 
with competition the rise in one fi rm’s price will, in turn, induce the increase in the rival’s 
price and vice versa.

From all these discussions, we can draw one clear conclusion about targeted pricing: 
fi rms do not automatically benefi t from this practice. There are mitigating factors, such 
as competition, strategic customers and mature markets that would prevent a fi rm from 
benefi ting from this fl exible, competitive form of price discrimination. Only those fi rms 
that command customer loyalty through product quality, branding, service, relationship 
marketing etc., and those that have an information advantage, are positioned to reap the 
benefi ts of targeted pricing.

3.  What is the optimal targeting strategy?
To benefi t from targeted pricing, a fi rm must target the right customers with the right 
incentives. Who are the right customers to target with discounts: a fi rm’s own customers 
or the competition’s? The literature has shed a good deal of light on this question.

Intuitively, to any fi rm, the customers who are currently buying from the competition 
are those who will deliver incremental sales if they are switched over. Therefore a fi rm 
should generate most incremental sales and get the most bang out of its discount dollars if 
it targets the competition’s customers. It turns out that poaching with targeted pricing or 
the strategy of ‘paying customers to switch’ can be the optimal strategy in a competitive 
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equilibrium (Shaffer and Zhang, 1995; Chen, 1997; Fudenberg and Tirole, 2000). This is 
perhaps why magazines offer new subscribers’ discounts, and why AT&T and MCI target 
each other’s customers with switching checks.

However, some refl ection here should reveal that this strategy cannot be optimal all 
the time or for all fi rms. For instance, MCI may very well benefi t from poaching AT&T’s 
customers, as AT&T had a bigger market share and hence more (marginal) customers 
to lose, but why should AT&T follow the same strategy by poaching MCI’s customers? 
Doesn’t it make more sense for AT&T to adopt the strategy of ‘paying customers to 
stay’?

Shaffer and Zhang (2000) develop a model where consumers differ in their preferences 
and competing fi rms have different installed customer bases. In this model, fi rms cannot 
target individual customers, but only their own or the competition’s customer base. 
From the analysis of this model, they come to the conclusion that the benefi ts of ‘paying 
customers to switch’ do not carry over to markets where competing fi rms are not equally 
matched. When fi rms are asymmetric, it can be optimal for a fi rm to use the strategy of 
‘paying customers to stay’, but surprisingly the identity of this fi rm cannot be determined 
by fi rm size alone. Either the smaller fi rm or the bigger fi rm, but not both, may fi nd it 
optimal to charge a lower price to its own customers. What determines a fi rm’s target-
ing strategy is whether the fi rm’s own customers are more price elastic than the rival’s 
customers from the fi rm’s own perspective.

To use the example in Shaffer and Zhang (2000, p. 413) to illustrate the point, suppose 
Pizza Hut and Domino’s can both price-discriminate between own customers and the 
rival’s customers. In this case, we might expect that for both fi rms, the customers located 
further away from a fi rm tend to be more price elastic and the customers located near a 
fi rm are more price inelastic. Then, regardless of its market share, each fi rm should pay 
customers to switch, poaching the customers on the competition’s turf. On the other 
hand, suppose Domino’s delivers, but Pizza Hut does not. Then, because Domino’s deliv-
ers, customers close to Pizza Hut incur little cost to switch to Domino’s, while the cost 
for Domino’s customers (who live far from Pizza Hut) to switch to dining in at Pizza Hut 
is signifi cant, so that few of them will switch even when offered a substantial discount. 
In this case, Pizza Hut should pay customers to stay, while Domino’s Pizza should pay 
customers to switch.

The analysis in Shaffer and Zhang (2000) also generates three additional insights into 
how a fi rm should implement its targeted pricing. First, the fi rm with the higher regular 
price should offer the larger discount (e.g. AT&T will offer a larger discount than MCI). 
Second, the fi rm with the higher regular price always pays customers to switch. In other 
words, if a fi rm’s optimal pricing strategy is pay to stay, it must have the lower regular 
price, too. However, the converse is not true: depending on parameters, the fi rm with the 
lower regular price may either want to pay customers to switch (MCI’s strategy) or pay 
customers to stay (Sprint’s strategy). Third, if each fi rm offers a discount to the same 
consumer group, the fi rm that is paying customers to switch will have the higher discount. 
This partially refl ects the fact that it is more difficult to acquire the customers who prefer 
the rival’s product in the fi rst place.

Of course, this clear division of own versus competition’s customers loses much of its 
signifi cance when fi rms can identify and address each individual customer in the market 
and all consumers are potentially contested for by all competing fi rms. In that case, as 
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shown in Shaffer and Zhang (1995 and 2000), fi rms need to pursue both offensive and 
defensive targeting simultaneously: they must offer well-tailored incentives to pay cus-
tomers to stay as well as to switch.

Concretely, in situations where the targeting cost is quite signifi cant, fi rms should never 
target all consumers and they should only target consumers in a well-selected ‘targeting 
zone’ – the customers who can be profi tably contested. Furthermore, they should target 
both their own and their competitors’ customers in the targeting zone with a certain 
amount of randomness. As targeting costs decrease, fi rms should move away from 
offensive targeting to defensive targeting. The reason is that, as costs decrease, a fi rm has 
an incentive to target more of the rival’s customers. However, the more it does so, the 
more consumers with stronger loyalty to the rival’s product are targeted, so that offen-
sive targeting becomes less effective in switching these consumers. This explains why the 
intensity of a fi rm’s offensive targeting should level off as the cost of targeting decreases. 
In contrast, as a fi rm’s more loyal customers are exposed to the rival’s targeting due to a 
lower targeting cost, the fi rm faces increasingly more incentives to retain these profi table 
customers through defensive targeting. For that reason, the intensity of defensive target-
ing should pick up as the cost of targeting decreases.

One side effect of broad targeting is this phenomenon of massive customer churn, 
where a large number of customers switch to a less-preferred product because of targeted 
discounts. Shaffer and Zhang (2000) provide a fresh perspective on this phenomenon 
and suggest that customer churn need not always cause undue alarm. This is because 
customer churn results from fi rms taking chances with their loyal customers in order to 
capture as much consumer surplus from them as possible. From this perspective, it should 
not be eliminated. In addition, enhancing consumer loyalty should not always lead to 
churn reduction. This is because a higher consumer loyalty should also give competing 
fi rms more incentives to take chances with their loyal customers. The optimal way to 
manage customer churn is to engage in more defensive targeting (e.g. loyalty programs) 
as the cost of targeting decreases.

The cost of targeting and the strength of consumer preferences are but two out of 
many parameters to which fi rms should pay attention in adjusting their offensive and 
defensive targeting strategies. In a recent article, Fruchter and Zhang (2004) develop a 
differential game of competitive targeted pricing and show that a fi rm’s optimal targeting 
strategies, both offensive and defensive, depend on its actual market share, the relevant 
redemption rate of its targeted promotions, customer profi tability and the effectiveness 
of its targeted promotions. In the short run, a fi rm should operationalize its targeting 
strategies by adjusting its planned promotional incentives on the basis of the observed 
differences between actual and planned market shares, and between actual and planned 
redemption rates. In the long run, a focus on customer retention is not an optimal strategy 
for all fi rms in a competitive context. A fi rm with a sufficiently large market share should 
focus on customer retention (defensive targeting), whereas a fi rm with a sufficiently small 
market share should stress customer acquisition (offensive targeting). This is the case 
regardless of whether or not the fi rm is more effective in targeting its current customers. 
When market shares are more evenly divided, the optimal strategy for a fi rm is to focus 
more on customer acquisition than retention.

However, no matter how thoughtful and diligent a fi rm is in implementing its targeting 
strategy, it may still be doomed to fail if it ignores the customers’ emotional reactions to 
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targeted pricing. When more and more customers become aware of the practice of tar-
geted pricing, a practicing fi rm cannot simply assume that consumers will calmly accept 
whatever price a fi rm imposes on them. Indeed, amazon.com learned the hard way, when 
it experimented in 2000 with using targeted pricing to sell DVDs and books, that ‘Few 
things stir up a consumer revolt quicker than the notion that someone else is getting a 
better deal’ (The Washington Post, 27 September 2000, p. A1). Amazon.com had a PR 
disaster on its hands when some consumers found out through Internet chat rooms and 
media reports that they were willfully subjected to higher prices than others who did not 
necessarily deserve a discount. Should a fi rm still use targeted pricing when consumers 
become aware? Feinberg et al. (2002) look into that question.

Through experiments, Feinberg et al. show that consumers care about not only the 
prices they themselves have to pay, but also the prices other groups of potential purchas-
ers pay at the same fi rm. As shown in Table 14.1, by comparing statistical results for 
nested models, Feinberg et al. establish that targeted pricing in a competitive context 
can generate two behavioral effects among customers. First, ‘consumers’ preference for 
their favored fi rm will decrease if it offers a special price to switchers (the other fi rms 
present customers) and not to loyals (their own fi rm’s present customers)’. Because of 
this, loyals are less likely to purchase from their favored fi rm. This is what they term as 
‘the betrayal effect’, which has a sizable magnitude of 0.1241, as indicated in Table 14.1. 
Second, ‘Consumers’ preference for their favored fi rm will decrease if another fi rm offers 
a special price to its own loyals.’ This is ‘the jealousy effect’, which also tends to reduce 
the likelihood of consumers’ purchases at their favored fi rm. The magnitude of this effect 
is comparable to that of the betrayal effect (0.1187). However, the presence of the two 
effects in the marketplace does not mean that a fi rm should never use targeted pricing. All 
it means is that a fi rm should think through its strategies carefully and take advantage of 
those effects when they are favorable and mitigate them when they are not. In general, this 

Table 14.1  Parameter estimates and effects tests

Behaviorist No 
switching

No 
loyalty

No 
betrayal

No 
Jealousy

Strong None

s 5 0 l 5 0 b 5 0 j 5 0 bj 5 0 All 5 0
s 0.2341 – 0.1434 0.2612 0.1875 0.2300 –
l 0.2040 0.1535 – 0.2416 0.1832 0.2030 –
b 0.1241 0.1950 0.1607 – 0.1679 – –
j 0.1187 0.0796 0.0539 0.1626 – – –
p versus 
 behaviorist

– * * * * * *

p versus 
 strong

* a a * * – *

p versus 
 none

* * * * * * –

Notes: 
a As these do not nest the strong-rationality model, they are not directly comparable.
* p < 0.001.

Source: Feinberg et al. (2002), table 6.
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involves a fi rm recognizing these psychological effects and adjusting its targeting strategy 
from a more offensive-oriented to a more defensive-oriented strategy. This analysis was 
recently extended by the same authors to an environment of competitive price increase 
(Krishna et al., 2007).

4.  Does social welfare improve?
Many researchers have argued that targeted pricing can potentially harm social welfare 
(Shaffer and Zhang, 1995; Chen, 1997; Fudenberg and Tirole, 2000). This is because 
targeted pricing can distort consumer choices and motivate consumers to buy products 
that are less preferred. By implication, regulatory interventions might be warranted. 
However, this line of reasoning works only when the market size is fi xed, fi rms do not 
make any other non-price adjustments because of targeted pricing, and strategic con-
sumers do not exist in the market. In the real world, it would be difficult to fi nd a market 
where all three conditions are present.

When the size of a market is expandable, it is easy to see why social welfare may 
improve due to competitive targeted pricing. Targeted pricing will allow all competing 
fi rms to lower their prices to ‘marginal consumers’ who would otherwise not purchase 
from any fi rm. The increased sales will increase social welfare, as fi rms will never sell at a 
price below its marginal cost and consumers will never purchase a product that does not 
provide a positive surplus.

Even if the size of a market cannot expand, social welfare can still improve if competing 
fi rms make long-term adjustments, say changing their product locations to compete for 
customers. Lederer and Hurter (1986) investigate that possibility in an elegant, but rather 
involved, model. Here, we can use a much simpler model to illustrate that possibility.

Consider again the simple Hotelling model that we used in Section 2. Instead of assum-
ing that two competing fi rms are located at the respective ends of the Hotelling line, we 
now assume that two fi rms can choose their respective locations a and b on the line, where 
0 # a # b # 1, before they make their pricing decisions. In other words, fi rms know each 
other’s locations before they make their respective pricing decisions. To make sure that 
for any pair of locations (a, b), the equilibrium exists for the pricing game, we further 
assume that consumer transportation cost is quadratic in the distance traveled. Thus, for 
a consumer located at x [  (a, b), her utility from buying from Firm 1 and Firm 2 is given 
by V 2 p1 2 t(x 2 a)2 and V 2 p2 2 t(b 2 x)2 respectively. We shall maintain all other 
assumptions about the Hotelling model that we made in Section 2.

As D’Aspremont et al. (1979) have shown, if the two fi rms are restricted to uniform 
pricing, each charging a single price, the fi rms will choose their product locations respec-
tively at 0 and 1 in equilibrium. In other words, the competing fi rms want to follow ‘the 
principle of maximum differentiation’, maximally differentiating themselves to moderate 
price competition in the market. In equilibrium, the two fi rms share the market equally, 
with the indifferent customers being located at 1

2, and they each charge a price of t. In 
this market, given that the total demand is fi xed, any change in social welfare will depend 
only on the total disutility (or the total transportation cost) that consumers in the market 
must suffer, which is 1

12t.
Now imagine that in this market both fi rms adopt targeted pricing. Then, for any pair 

of locations (a, b), if the consumers located at x purchase from Firm 1, the price they 
are paying must be the premium they are willing to pay for Firm 1’s product because of 
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their location, which is the difference in transportation costs between traveling to Firm 1 
and to Firm 2. Thus competitive targeted pricing introduces the incentives for a fi rm to 
minimize the costs for consumers to travel to the fi rm in its location decision, as doing so 
will allow the fi rm to charge higher prices subsequently. Then competing fi rms will choose 
their locations at 14 and 34 respectively, the locations that will minimize the total disutility 
in the market. At these socially optimal locations, the total disutility in the market is only 
1

48t and thus competitive targeted pricing improves social welfare by 3
48t.

Intuitively, competitive targeted pricing will expose all consumers to competition, and 
what each fi rm can charge will depend on how happy individual consumers are about 
a fi rm relative to its rival. Therefore fi rms will have to make customers happy to keep 
themselves profi table and hence comes social welfare improvement. Clearly, this source 
of social welfare improvement is generalizable to other situations and even to many other 
decisions that competing fi rms have to make. For instance, social welfare also improves 
by the same amount if fi rms were to pursue ‘the principle of minimum differentiation’ 
prior to the introduction of targeted pricing (Zhang, 1995). It is also likely that because 
of competitive targeted pricing, a fi rm’s service provisions (Armstrong and Vickers, 
2001), marketing expenditures, quality improvements, market entry etc. may also be at 
the socially optimal levels or close to them (Choudhary et al., 2005; Ghose and Huang, 
2006; Liu and Serfes, 2004, 2005).

Finally, as shown in Chen and Zhang (forthcoming), the existence of strategic con-
sumers in the market can also provide an opportunity for competitive targeted pricing to 
improve social welfare. This is because targeted pricing allows a fi rm to price-discriminate 
and hence to discourage strategic consumers from waiting for or foregoing purchases. As 
a result, sales increase even if no new customer enters the market.

Of course, there could be other reasons on the cost side or demand side as to why tar-
geted pricing may or may not improve social welfare. However, the literature seems to 
suggest, on balance, that competitive targeted pricing is social welfare improving. At the 
minimum, there does not seem to be any solid economic ground at this point to call for 
any regulatory intervention in targeted pricing.

5.  Conclusion
Competitive targeted pricing is a practice that is still evolving rapidly. The theoretical 
research in the past decade or so has generated some insightful perspectives, which allow 
us to peer into its future, notwithstanding the fact that the literature itself is also fast 
evolving. From these theoretical studies, we can perhaps draw three general conclusions 
about competitive targeted pricing.

First, the practice of targeted pricing has gone signifi cantly beyond the traditional 
concept of price discrimination. With new information technologies becoming available, 
practitioners are redefi ning what is feasible in price discrimination and they have broken 
out of the confi nes of traditional practices. Looking into the future, we should not be sur-
prised to see more and more sophisticated, unconventional schemes in targeted pricing. 
Indeed, as we are marching further into the Information Age, only practitioners’ creativ-
ity, information technologies and consumer privacy concerns can limit the popularity and 
varieties of targeted pricing.

Second, unlike the conventional practices of price discrimination where the fi rm is 
thought always to benefi t, competitive targeted pricing does not always benefi t practicing 
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fi rms. The reason is that better customer targeting by competing fi rms exposes more con-
sumers to competition. As a result, consumers may all benefi t from competitive targeted 
pricing and social welfare may also improve.

Third, perhaps most interestingly, competitive targeted pricing rewards the ‘right’ 
fi rms with ‘right’ strategies. The conventional wisdom is that price discrimination benefi ts 
monopolistic fi rms who are deft enough to exploit their market power. In contrast, com-
petitive targeted pricing forces competing fi rms to contest for, potentially, all consumers. 
Only the fi rms that have earned customer liking and command customer loyalty will have 
the upper hand in winning individual contests and hence benefi t from targeted pricing. 
This cannot help but encourage fi rms to become more customer and market oriented in 
the long run.

These three conclusions bode well for the future of competitive targeted pricing. This 
means that the literature also needs to move forward to facilitate the coming of that 
future. On the empirical side, a pressing need is to document the benefi ts of targeted 
pricing to a fi rm with some actual performance data, even though from a theoretical 
perspective there is a compelling logic for such benefi ts to exist. On the theory side, much 
research is still needed to understand how targeted pricing may change and interact with 
other decisions in the marketing mix.
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15  Pricing in marketing channels*
K. Sudhir and Sumon Datta

Abstract
This chapter provides a critical review of research on pricing within a channel environment. 
We fi rst describe the literature in terms of increasing time horizons of decision-making in a 
channel setting: (1) retail pass-through (2) pricing contracts and (3) channel design, all of which 
occur within a given market environment. We then describe the emerging empirical literature 
on structural econometric models of channels and its use in (1) inferring channel participant 
behavior and (2) policy simulations in a channel setting. We also discuss potential areas for 
future research in each area.

‘Price’ and ‘channel’ are two of the four elements of the marketing mix that managers 
control, yet they differ fundamentally in how managers can use them to impact market 
demand. While price is the most fl exible, in that managers can change it most easily 
to impact short-run demand, the distribution channel through which fi rms reach their 
end consumer is the least fl exible and perhaps the costliest to change in the short run. 
Therefore channel design is viewed as part of a fi rm’s long-run strategy. Most impor-
tantly, in the presence of a typically decentralized distribution channel, an upstream price 
change by a manufacturer does not affect consumer demand directly, but only through 
how this upstream price change affects the retail price set downstream in the channel.

In his review of the pricing literature, Rao (1984) stated that ‘the issues of pricing along 
the distribution channel . . . have not received much attention in the literature’. However, 
over the last 25 years, this gap has been remedied substantially. The tools of game theory 
have revolutionized the theoretical analysis of pricing within the channel and clarifi ed the 
many issues about how prices are set within a channel; more importantly, these analyses 
have offered insights into the optimal long-term channel strategy, given how prices will be 
set within the channel. A smaller but emerging empirical literature on structural models 
of channels has provided insights on the behavior of channel participants and tools to 
perform policy analysis in a channel setting. The purpose of this chapter is to provide 
a critical review of this literature, identify the key themes of understanding that have 
emerged from research to date and identify important gaps in our knowledge that would 
benefi t from future research.

Given the short-run nature of price and the long-run nature of the channel, we organize 
the literature in terms of three key issues of managerial interest that progressively increase 
in their time horizons for the decision. The three questions are:

1. Conditional on the distribution channel (which is fi xed in the short run) and other 
market characteristics, how can a change in upstream price affect the downstream 
price seen by the end consumer? This question of ‘pass-through’ is the most short 

* We thank the editor Vithala Rao and Jiwoong Shin for comments and suggestions on the 
chapter.



320  Handbook of pricing research in marketing

term of the three sets of decisions we consider. Pass-through is of interest to an 
upstream manager because it determines the extent to which the upstream manufac-
turer will change prices.

2. Conditional on the distribution channel (which is fi xed in the short run) and other 
market characteristics, what is the best pricing contract to offer to the downstream 
channel member? This is a medium-term decision, where managers set the ‘rules of 
their interactions’ within the existing channel structure. These contracts affect the 
objective function of the market participants; and managers seek contracts that 
maximize their profi ts given a chosen channel structure. Pricing contracts can include 
linear tariffs, two part-tariffs, quantity discounts, slotting allowances, resale price 
maintenance (RPM) etc. Note that the types of pricing contracts that can be used 
may be constrained by law.

3. Finally, given the market characteristics, what is the optimal channel structure and 
the pricing contract? This is a long-term consideration where managers decide on the 
nature of channel ownership given the market characteristics. Should a fi rm verti-
cally integrate or decentralize? Or would a mixed strategy of partial integration, with 
the manufacturer directly selling along with independent retailers, be optimal? The 
emergence of the Internet as a sales channel has brought the issue of partial forward 
integration again into focus in recent years. Since the optimality of the channel 
structure depends on the nature of pricing contracts that are available to the manu-
facturer, channel structure design is intimately linked to the pricing strategy.

Finally, all of these decisions are embedded in the market environment in which 
the fi rms operate. A schematic way of thinking about these three sets of managerial 

Channel design

Pricing contracts

Pass-through

Market environment

Figure 15.1 Pricing within a channel: key issues
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decisions embedded within a market environment is given in Figure 15.1, where we 
have laid out each of these questions within concentric circles. The answers to the 
pass-through questions are linked to the pricing contracts, which are in turn linked to 
the questions about channel design, which in turn are linked to the market environ-
ment in which the fi rms operate. Since no one contribution can exhaust all possible 
combinations within the above framework to give us a complete understanding of the 
tradeoffs involved, one objective of this chapter is to identify generalizable themes 
across multiple papers that model different combinations of market environments, 
channel structures and pricing contracts (see Table 15.1). This exercise should also help 
us identify key gaps in the literature.

We also describe the complementary empirical literature on structural models of chan-
nels that have emerged over the last decade. Such models serve (1) to describe manufac-
turer–retailer interactions that best describe the market and (2) to perform policy analysis 
of various channel decisions.

Section 2 describes a basic game-theoretic model of channels to illustrate the key mod-
eling issues. Section 3 discusses the pass-through literature, Section 4 discusses the pricing 
contracts and Section 5 discusses the literature on optimal channel structures. Section 6 
reviews the literature on structural econometric models. Section 7 concludes.

2.  An illustrative game-theoretic model of channels: the bilateral monopoly
McGuire and Staelin (1983) laid the foundation for game-theoretic analysis of channels 
in marketing. At the heart of the channel pricing game-theoretic literature is the concept 
of double marginalization (Spengler, 1950). The concept is applicable whenever there 
are multiple decision-makers setting prices in stages; but to make the idea concrete we 
illustrate double marginalization in the simplest setting of a bilateral monopoly.

Consider the following bilateral monopoly setting as shown in Figure 15.2: a manufacturer 
who produces at a unit cost c sets a wholesale price w to his retailer who in turn sets a retail 
price p to the consumer. Consumer demand follows a linear demand model: q 5 1 2 p.

Given the sequential nature of the game, we solve for the optimal retail and whole-
sale prices by backward induction. We begin by choosing retail price p to maximize the 

Figure 15.2 A model of bilateral monopoly
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retailer’s objective function: PR 5 (p 2 w)q(p) 5 (p 2 w) (1 2 p) . Taking the fi rst-
order conditions with respect to p gives

 
'PR

'p
5 1 1 w 2 2p 5 0 1 p 5

1 1 w
2

Therefore retail pass-through measured in this model is given by

 
'p
'w

5
1
2

The manufacturer then chooses wholesale price w to maximize the manufacturer’s 
objective function:

 PM 5 (w 2 c)q(p(w) ) 5 (w 2 c) a1 2
1 1 w

2
b 5 (w 2 c) a1 2 w

2
b

Taking the fi rst-order conditions with respect to w gives

 
'PM

'w
5

1 1 c 2 2w
2

5 0 1 w 5
1 1 c

2

Hence retail price is

 p 5
1
2

1
1 1 c

4
5

3 1 c
4

At the chosen retail and wholesale prices, the manufacturer and retailer profi ts are 

 PM 5 a1 2 c
2

b a1 2 c
4

b 5
(1 2 c) 2

8
;  PR 5 a1 2 c

4
b a1 2 c

4
b 5

(1 2 c) 2

16

The total channel profi t is

 PM 1 PR 5
3
16

(1 2 c) 2

As a point of comparison, it is useful to compare the retail prices and total channel 
profi ts if the manufacturer owned the retailer and set the fi nal retail price. In that 
case, the manufacturer’s (or the channel’s) optimal price is obtained by maximizing 
Pc 5 (p 2 c)q(p) 5 (p 2 c) (1 2 p) . Taking the fi rst-order conditions with respect to 
p gives

 
'Pc

'p
5 1 1 c 2 2p 5 0 1 p 5

1 1 c
2

The total channel profi t is given by

 Pc 5
(1 2 c) 2

4

The total profi t from the vertically integrated channel is therefore greater than profi t from 
the decentralized channel.

The key takeaways from the above model are: fi rst, the price in the vertically integrated 
channel is lower than the price in the decentralized channel; i.e. in the decentralized 
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channel the retail price is distorted upward from the price that would be observed in the 
integrated channel. At each stage the monopolist marks up the price; therefore in the 
integrated channel there is only one monopoly markup, while there are two markups in 
the channel (one by the manufacturer and one by the retailer). This ‘double markup’ is 
referred to as the ‘double marginalization’ and lends itself to the joke: ‘From the con-
sumer’s point of view, what is worse than a monopoly? A chain of monopolies.’ Second, 
the total channel profi t with vertical integration is greater than the profi ts in the decentral-
ized channel; therefore in this case, it would be optimal for the manufacturer to set up an 
integrated channel if it were feasible. Finally, given that 'p/'w 5 1⁄2 in equilibrium, only 
50 percent of the change in wholesale prices is passed through to the consumer.

In this model, we allowed for only a linear price contract between the manufacturer 
and the retailer. Suppose the manufacturer could use another contract such as a two-part 
tariff, where the retailer pays not only a unit cost, but also a fi xed fee. In such a scenario, 
it is easy to see from the earlier analysis that the optimal strategy for the manufacturer 
would be to set the wholesale price at the manufacturer’s marginal cost c, and the retailer 
would set the price at the vertically integrated retail price of (1 1 c) /2. The manufacturer 
can then extract the entire profi ts that would result [ (1 1 c) 2 ] /4 in the form of fi xed 
fees. Thus, using a two-part tariff, the manufacturer can obtain the vertically integrated 
channel outcome without having to integrate the channel.

The above illustrative model outlines the issues involved in the three managerial ques-
tions raised in the introduction. First, the pass-through with either a linear contact or 
two-part tariff is 50 percent. Second, the optimal pricing contract for the manufacturer 
between a unit price and two-part tariff is the two-part tariff. Finally, the profi t from 
the vertically integrated channel and the bilateral monopoly structure is identical for the 
manufacturer when allowing for both a linear price contract and two-part tariff. But if 
the manufacturer is restricted to a linear price contract, the total channel profi t is greater 
with a vertically integrated structure.

In the bilateral monopoly model above, a single manufacturer sold a single product at 
a linear unit price to a single retailer, who in turn sold only that product to the end cus-
tomer. The demand was modeled using a linear demand model. It was also deterministic, 
and so there was no uncertainty about the market demand. Finally, manufacturers and 
retailers had no ability to affect demand, except through the change in price.

Markets of course can differ on every one of the dimensions described above. For 
instance, there could be competition among manufacturers, and competition among 
retailers. Each manufacturer or retailer could sell more than one product. Market 
participants may use objectives such as category profi t maximization or only choose 
to maximize profi ts of any given product without considering the externalities on other 
products.

Rather than a linear price, the manufacturers could use other pricing contracts. Examples 
include nonlinear quantity discounts and two-part tariffs, which are common among fran-
chisers. They could also impose a maximum retail price that retailers can charge, i.e. employ 
resale price maintenance (RPM). In the short term, they could also offer trade promotions 
or slotting allowances that involve transfers from manufacturers to the retailer.

Finally, uncertainty in demand can be important. If manufacturers and retailers can 
affect demand through their actions such as better service, then in the presence of demand 
uncertainty, the issue of whether participants put in the optimal level of effort to create 
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demand becomes a challenge. The issues of moral hazard and free-riding in terms of 
services at both the manufacturer and retailer level becomes critical. Researchers have 
also observed that the functional form used to model demand affects retail pass-through 
and optimal equilibrium strategies. Indeed, the range of possible institutional and market 
characteristics is very large. We summarize the key characteristics that have been modeled 
in current research in the Table 15.2 above.

3.  Retail pass-through
The theoretical literature on pass-through follows two broad streams. The fi rst stream 
assumes that manufacturers change wholesale prices in response to changing demand 
and cost conditions (e.g. Moorthy, 2005). The second is based on the price discrimina-
tion motive; here trade promotions serve to price-discriminate between price-sensitive 
and brand-loyal customers (e.g. Lal and Villas-Boas, 1998). In practice, both reasons 
coexist in the market. Empirical research typically has not drawn a distinction between 
the different reasons.

3.1  Models where wholesale price changes due to changes in demand and costs
As in our illustrative example in Section 2, own pass-through for a product, j, is typically 
measured using the comparative static 'pj/'wj (e.g. Tyagi, 1999a; Sudhir, 2001; Moorthy, 
2005). With multiple products, the extent to which a retailer changes the price of another 
product i in response to a wholesale price change for product j is termed cross pass-
through and is operationalized as 'pi/'wj.

The literature has highlighted fi ve factors that affect pass-through: (1) retailer objective/
pricing rule; (2) demand characteristics; (3) manufacturer–retailer interaction; (4) manufacturer 

Table 15.2  Key characteristics modeled in current research

Channel structure Manufacturers ●  Monopoly/competition
●  Single/multiple products
●  Observability of actions

Retailer ●  Monopoly/competition/provision of exclusive 
territories

●  Single/multiple products/provision of exclusive 
dealing

●  Observability of actions/types
Pricing contracts ●  Linear pricing

●  Two-part tariffs
●  Quantity discount
●  Resale price maintenance
●  Trade promotions
●  Slotting allowances

Market environment ●  Deterministic versus uncertain demand
●  Relative power between manufacturers and retailers
●  Presence of store brands
●  Appropriate model of demand: linear, logit, 

exponential etc.
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competition; and (5) retail competition. We organize the discussion of the results along these 
factors. Table 15.3 provides a summary of the key results in the literature.

Depending on the retailer’s sophistication, a retailer may use a simple markup rule (a con-
stant markup would imply 100 percent own pass-through and 0 percent cross pass-through) 
or maximize profi ts. The theoretical literature on pass-through is based on the assumption 
that the retailer maximizes a profi t objective. Retailers may maximize brand profi ts, cat-
egory profi ts, or, when cross-category effects are important, profi ts across categories.

A profi t-maximizing retailer sets the retail price where marginal cost equals marginal 
revenue. A reduction in the wholesale price reduces the retailer’s marginal cost, and 
therefore it must reduce its price to reduce its marginal revenue by the same amount. 
As the responsiveness of the marginal revenue to a change in retail price depends on the 
concavity of the demand function, the change in retail price corresponding to a change 
in wholesale price, or the pass-through, depends on the functional form of demand (Lee 
and Staelin, 1997; Tyagi, 1999a).1

Lee and Staelin create a typology of vertical strategic interactions between channel 
members with pass-through between 0 and 100 percent (0 , 'pi/'wi , 1, which they 
refer to as vertical strategic substitutability), pass-through over 100 percent ('pi/'wi . 1, 
vertical strategic complementarity) and pass-through of 100 percent ('pi/'wi 5 0, vertical 
strategic independence). Tyagi characterizes demand functions with pass-through greater 
than or below 100 percent in terms of the convexity of the demand curve. While standard 
demand functions, such as the linear and the logit (or any concave function), lead to 
vertical strategic substitutes, the multiplicative demand function (and other, but not all, 
convex demand functions) leads to vertical strategic complements (also see Sudhir, 2001). 
When a retailer carrying multiple products maximizes category profi ts, the magnitude 
of own pass-through is independent of the product’s market share in a linear demand 
specifi cation (Shugan and Desiraju, 2001) but is inversely proportional to own share in a 
logit demand specifi cation (Sudhir, 2001).

The level of competition between manufacturers (or products from the same manu-
facturer) affects cross pass-through. Shugan and Desiraju (2001) show that with a linear 
demand function the cross pass-through depends on the substitutability of the products. 
If the cross-price slopes are asymmetric, then cross pass-through will be positive for one 
product and negative for the other, depending on the direction of asymmetry.

In terms of the effect of manufacturer–retailer relationship on pass-through, the three 
common relationships studied are: (1) manufacturer Stackelberg, where the manufactur-
ers set the wholesale prices and the retailer takes these wholesale prices as given when 
setting the retail price; (2) vertical Nash, where manufacturers and retailers set prices 
simultaneously; and (3) retailer Stackelberg, where the retailer sets the retail price and 
the manufacturer responds with a wholesale price.

Finally, Moorthy (2005) extends the pass-through results to the case of competing retail-
ers (see also Basuroy et al., 2001). Moorthy studies both the linear and nested logit model,2 

1 See Tyagi (1999a) for a more detailed explanation as to how the demand function infl uences 
pass-through.

2 In the nested model, consumers make a retailer choice in the fi rst stage and a brand choice 
in the second stage.
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and arrives at a large number of results on pass-through and cross pass-through. For the 
nested logit model, which brand gets a greater pass-through from a retailer depends not so 
much on its strength vis-à-vis the other brand (as in Sudhir, 2001), but rather on the rela-
tive strengths of the brands at the two retailers. In particular, he fi nds that pass-through at 
a retailer for the nested logit model can be greater than or less than 100 percent, depending 
on whether the brand has lower or greater market share at that retailer.

Moorthy’s results show that pass-through for a brand is linked to the extent of retail 
competition in the market. If retail competition is limited, as is probably true in categories 
that are not major drivers of store traffic, one can use the predictions of the single retailer 
models. For categories that drive store traffic, retail competition can be critically impor-
tant, and therefore the extent of pass-through needs to consider relative brand strengths 
at the retailers.

Cross pass-through also depends on the extent of retail competition (see Table 15.3 for 
key results). Moorthy also discusses the cases when wholesale price changes are retailer 
specifi c or common across retailers. When wholesale price changes are retailer specifi c, 
own pass-through is less than 100 percent and cross pass-through is always negative. But 
when wholesale price changes are common, cross pass-through can be positive or nega-
tive. These differences in results suggest intriguing possibilities about how manufactur-
ers should time trade deals (synchronously or asynchronously) to different retail chains 
within the market.

3.2  Models where wholesale price changes induce price discrimination
Varian (1980) and Narasimhan (1988) introduce models that seek to discriminate 
between brand-loyal and price-sensitive customers through promotions. In these models, 
promotions are characterized as mixed-strategy equilibria. Hence wholesale prices may 
change with the motive of price discrimination and not necessarily as a result of changes 
in demand or costs. In contrast to the models that are concerned with demand functional 
forms (or models like the Hotelling model that generate linear demands), the analytical 
literature on price discrimination explicitly models consumer segments in terms of their 
price sensitivity and loyalty.

Lal and Villas-Boas (1998) study price promotions in the context of two competing 
retailers. Consumers may be loyal to manufacturers, retailers, both or none. A retailer is 
guaranteed retailer-loyal customers (denoted by R) and the brand-retailer-loyal custom-
ers who are committed to the brand (manufacturer) and the retailer (MR). But the retailer 
has to compete for brand- or manufacturer-loyal customers (M) who are not loyal to a 
particular retailer, and the completely price-sensitive customer group who are neither 
loyal to a brand nor to a retailer (S). Whether to promote a high-priced brand is based 
on the relative ratio of the customers the retailer has to fi ght for (M), relative to the guar-
anteed customers (MR). In contrast, the decision to promote a low-priced brand is based 
on the relative ratio of the customers the retailer has to fi ght for (M 1 S), relative to the 
guaranteed customers (MR 1 R). The main insight of the paper is that the retailer has the 
incentive to promote the higher-priced brand when (M/MR) . (M 1 S/MR 1 R) .

Thus the decision to pass through a trade deal for the retailer is based on the extent of 
both retailer and brand loyalty. Interestingly, retailer loyalty has the opposite effect of 
brand loyalty. Greater brand loyalty allows greater pass-through, while greater retailer 
loyalty reduces pass-through. Note that these results about how brand loyalty affects 
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pass-through are critically dependent on retail competition. If there were no retail com-
petition, brand loyalty would not lead to greater pass-through, because the retailer would 
fi nd the brand-loyal customer to be captive and only the price-sensitive customer needs 
to be wooed by price promotions.

Kumar et al. (2001) suggest that information asymmetry between customers and fi rms 
might be a reason for low pass-through. In a model where customers differ in their valu-
ations and have search costs to fi nd the lowest price, they argue that retailers will pass 
through a trade promotion only probabilistically in a mixed-strategy equilibrium. This 
is because in any given week, the consumer may not know if a better price may be avail-
able at another retailer who may pass through the trade promotion. The authors show 
that manufacturers can increase pass-through by advertising their trade promotions to 
consumers. This relationship between asymmetry and pass-through is consistent with the 
fi ndings in Busse et al. (2006), who show that pass-through increases when asymmetric 
information is reduced in the context of trade promotions versus consumer promotions 
in the car market.

Another suggestion about how to improve pass-through is made in Gerstner and Hess 
(1991, 1995). They show that manufacturers can use consumer rebates (pull promo-
tion), targeted towards the low-valuation segment, in combination with trade promo-
tions (push promotions) to improve pass-through. Consumer promotions increase the 
low-valuation segment’s willingness to pay. This encourages retailers to participate in 
trade promotions and serve this segment. Also, consumers are better off with retail price 
reductions motivated by trade promotions than with large consumer rebates alone. With 
only consumer rebates, the retailer increases the retail price by the value of the rebate so 
that the consumer has to pay a higher price in addition to the transaction cost of using 
the rebate.

3.3  Empirical results on pass-through
Empirical research on pass-through has mostly been on grocery markets, because of 
the availability of data. Theoretical models show that pass-through is affected by retail 
competition. But for groceries, even though there is retail competition at the basket level 
(Bell et al., 1998; Gauri et al., 2007), retail competition is not as strong at the individual-
product level (Walters and MacKenzie, 1988). Hence a signifi cant body of empirical 
research on pass-through has assumed a monopoly retailer.

Based on research in Chevalier and Curhan (1976), Curhan and Kopp (1987/88), 
Walters (1989) and Blattberg and Neslin (1990), Blattberg et al. (1995) conclude that 
the fi nding, ‘pass-through rates are less than 100 percent’, is an empirical generalization. 
However, Armstrong (1991), Walters (1989) and Besanko et al. (2005) fi nd that pass-
through rates can be greater than 100 percent for certain products. While Armstrong and 
Walters use a multiplicative functional form for demand (which, as we discussed earlier, 
leads to greater than 100 percent pass-through), Besanko et al. estimate a reduced-form 
regression for pass-through across products in several categories without making any 
assumptions about the functional form of demand or retailers’ objectives (category or 
brand profi t maximization). For a single store chain, they fi nd that pass-through rates 
are greater than 100 percent for 14 percent of the products. In most categories, brands 
with larger market shares get greater pass-through, suggesting the effect of differences in 
manufacturers’ bargaining power on pass-through. Pass-through rates are also found to 
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be greater in markets with older and more ethnic populations and in markets with larger 
households and greater home values. This may be an evidence for the fi ndings of Lal and 
Villas-Boas (1998) if consumers in these markets have low retailer loyalty.

Does retail competition affect pass-through? Besanko et al. fi nd that distance from the 
competitor does not affect pass-through. While one possible interpretation of this result 
is that retail competition has no impact on pass-through, the more likely explanation is 
that retailers of the same store chain do not adjust their prices across stores because of 
practical difficulties of having different specials at different stores. In fact, Besanko et 
al. fi nd that only 2 percent of their pass-through variations can be explained by price 
zones. But the result that brands with greater market shares have greater pass-through 
offers indirect support for the role of retail competition. If market shares are correlated 
with strong brand loyalty, then the result that brands with stronger market share get 
greater pass-through suggests that retailers do consider retail competition when decid-
ing on pass-through (see the discussion in Lal and Villas-Boas, 1998). Alternatively, this 
could be because the retail chain is weaker for the brands with the larger market share 
(Moorthy, 2005). Additional research needs to resolve these alternative reasons for the 
empirical results.

How do retailer objectives affect pass-through? The retailer objective affects the mag-
nitudes of own and cross pass-through, and, in case of a logit demand specifi cation, even 
the sign of the cross pass-through. Sudhir (2001) shows that, without retail competition, 
the cross pass-through is negative for category profi t maximization and positive for brand 
profi t maximization. He fi nds that category profi t maximization by the retailer fi ts the 
price data better than brand profi t maximization for the analyzed categories. Basuroy et 
al. (2001) evaluate how pricing behavior changed when a retailer shifted from a brand 
management to a category management behavior. They fi nd that retail pricing in terms 
of own and cross pass-through changed in a manner predicted by the theory, suggest-
ing that a manufacturer should take into account the retailer’s price-setting rules when 
setting optimal wholesale prices.

A retailer could strategically vary its pricing strategy over high and regular demand 
periods. Chevalier et al. (2003) show that retail margins for specifi c goods fall during 
peak demand periods for that good. Meza and Sudhir (2006) account for the differences 
in levels of demand and price sensitivity between regular and high demand periods, and 
show that pass-through varies over the year and the average measures of pass-through 
for the entire year may be misleading. They use two categories: tuna, which has peak 
demand during Lent, and beer, which has peak demand during holiday and major sports 
weekends, to study differences in pass-through between high- and low-demand periods. 
They fi nd an interesting difference between the two categories. Tuna’s peak demand is 
not correlated with peak purchases in other complementary categories. Hence, while a 
tuna promotion can draw customers into the store, it does not provide many spillover 
benefi ts. In contrast, peak beer demand is correlated with peak purchases in complemen-
tary high-margin categories such as snacks. Hence the benefi t of passing through promo-
tions is greater for beer than for tuna during peak periods, and accordingly pass-through 
is greater for beer than for tuna during peak demand. Further, they fi nd that retailers 
follow a narrow but deep pass-through strategy (only pass-through for the most popular 
size/brand ‘pull items’) in regular periods, but a broad but shallow pass-through strategy 
(lower but similar pass-through for all items) in peak periods.
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With respect to cross pass-through, Besanko et al. (2005) fi nd that about two-thirds of 
the cross pass-through effects are statistically different from zero. Slightly more than one-
third of these effects are negative, while slightly less than one-third are positive. However, 
McAlister (2007) shows that these signifi cant effects do not exist once we account for the 
high correlation in prices (0.9) across the stores in the data. Essentially, she argues that 
these signifi cant effects are an artifact of the additional degrees of freedom due to using 
repeated price observations at the zone level (that do not vary independently over time). 
Hence further research is required on cross pass-through effects. One possibility as to 
why the cross pass-through effects are insignifi cant could be because extant pass-through 
research has not included prices from competing retailers in the model (as argued by 
Moorthy, 2005). Future research needs to study cross pass-through effects in greater 
detail.

Busse et al. (2006) show support for the information asymmetry effect on pass-through 
in the car market and may be considered indirect support for the fi ndings of Kumar et al. 
(2001). They show that consumers obtain about 70–90 percent of the value of a consumer 
rebate, while they get only about 30–40 percent of a dealer promotion. As the authors 
acknowledge, the result is also consistent with a prospect theory argument. When con-
sumers see a consumer promotion, the reference price shifts downwards, but with a trade 
promotion, the consumer is unaware of the price discount and the reference price is not 
affected. This differential effect on consumers’ reference prices may explain the differences 
in pass-through. Future research needs to separate the role of consumer reference point 
effects and information asymmetry on pass-through.

3.4  Future research
In practice, price discrimination and demand and cost changes both affect wholesale 
prices. The extant analytical literature on pass-through has studied these cases separately, 
but it would be worthwhile to see how the predictions might change when both of these 
effects coexist, as in real markets. This can help create better hypotheses of pass-through 
in future research. In terms of empirical research, structural models that simultaneously 
develop both the demand side and the supply side (e.g. Villas-Boas and Zhao, 2005) could 
potentially incorporate heterogeneity in consumers’ price sensitivity or brand and retailer 
loyalty, and thus tie in the price discrimination motive along with cost changes on the 
supply side. As we discuss in a subsequent section, a structural model to this effect would 
not only enable us to test some of the theoretical predictions but would also allow us to 
perform counterfactual simulations to understand channel member reactions and their 
impacts under different scenarios.

Several issues are important to address in empirical research on pass-through, for 
example: (1) how does retail competition affect pass-through?; (2) how does demand 
specifi cation (brand/retailer loyalty; functional forms etc.) affect pass-through?; (3) how 
does pass-through behavior vary across categories?; (4) how does pass-through change 
over time?; (5) how is pass-through measured?; (6) how does pass-through behavior differ 
across types of trade promotions?

Moorthy (2005) and Lal and Villas-Boas (1998) have shown how pass-through is criti-
cally dependent on the extent of retail competition. Empirical research on pass-through 
has mostly assumed that retail competition is not strong at the individual product level 
(Walters and MacKenzie, 1988). Further, data from multiple competing retailers are hard 
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to obtain. Hence empirical evidence for the effects of competition is scarce. However, 
there could be variations in shopping behavior, across categories within consumers’ 
shopping baskets. For example, a consumer might always buy her produce from the 
same retailer but search across retailers for best prices on paper goods. Such category-
based consumer shopping behavior would be critical for a retailer whose objective is to 
maximize profi ts across categories. The issue of share-of-wallet across retailers and its 
infl uence on pass-through, for different categories and different retail formats, has not 
been sufficiently explored. Such analysis would of course require a rich dataset that has 
information on consumer behavior at a disaggregate level, and across retail chains and 
retail formats. Future research needs to investigate the implications of retail competition 
either directly, by acquiring data across competing retailers, or indirectly, by appropri-
ately approximating retail competition in terms of geographical locations of consumers 
and retail stores of the same or different formats in the market.

For retail competition it is important to consider the differences in retail formats. On 
the cost or the supply side, this is important because manufacturers could use nonlinear 
pricing contracts (as we discuss in the next section) which could result in different mar-
ginal costs for different retailers and, hence, different pass-through behaviors. In addi-
tion, manufacturers could time trade deals synchronously or asynchronously to different 
retailers, which has different implications for pass-through (Moorthy, 2005). Also, as 
we have seen, pass-through varies over regular and peak demand periods. The extant 
literature on pass-through has assumed that the manufacturer and the retailer marginal 
costs are independent of order quantities and frequencies. If the operating costs of the 
manufacturer and the retailer are misaligned, or if they are different for different retailers 
(as may be the case for supermarkets versus club stores), this could have implications for 
pass-through when demand varies over time.

On the demand side, brand and retailer loyalty and competition could vary across 
store formats. For example, consumers who tend to visit supermarkets may be less price 
sensitive, and more retailer or brand loyal, whereas consumers who frequent discount or 
club stores could be more price sensitive, and less retailer and brand loyal. There could 
be such idiosyncratic differences in consumers across retail formats because of the differ-
ent assortment of products in different store formats or because of their different pricing 
policies (e.g. small pack sizes versus bulk quantities and Hi-Lo versus EDLP). This 
could have some interesting implications for the nature of competition between differ-
ent formats and the resulting pass-through behavior across retail formats and brands. 
Further, retailer and brand loyalty may differ over time as infrequent customers enter 
markets in peak periods. Systematic research needs to be done across store formats and 
time to test some of the existing theories and to present managers with descriptive insights 
into pass-through. For instance, most store chains have a loyalty program. Analysis of 
store loyalty card data, in conjunction with the overall sales data, could be used to test 
some of the conclusions in Lal and Villas-Boas (1998).

As the analytical literature has shown, results on pass-through are conditional on 
the demand-functional forms. Hence adopting specifi c structural models in empirical 
research could impose specifi c constraints on possible pass-through rates. A systematic 
investigation of which functional forms are supported in the pricing and pass-through 
data in a given setting can be useful to understand which models should be used for 
 decision support systems for setting wholesale and retail prices.
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Pass-through has been measured in many ways. Much of the theoretical literature has 
focused on the comparative static 'pi/'wi to study pass-through (e.g. Tyagi, 1999a), while 
some has looked at the proportion of trade deals passed through (Kumar et al., 2001). In 
the context of forward buying and consumer stockpiling, one may need a different defi ni-
tion of pass-through such as the fraction of the total discount that gets passed through to 
the consumer. Meza and Sudhir (2006) show that using the weighted average wholesale 
price (rather than the true current promotional price) gets us closer to a true estimate of 
pass-through in the presence of forward buying and stockpiling than the actual prices. 
Testing this using data on true marginal wholesale price and actual shipping data as in 
Abraham and Lodish (1987) and Blattberg and Levin (1987) would be useful validation 
of extant research using readily available weighted average wholesale price.

Lal et al. (1996) study forward buying, merchandising and trade deals in a single 
retailer context. They fi nd that while such forward buying reduces pass-through for 
manufacturers, it is benefi cial for manufacturers because it reduces competition among 
them. Future research should look at how these effects manifest in terms of pass-through 
when there is retail competition.

Pass-through research has mostly been on grocery markets. It is obvious that there 
are interesting issues in the context of durable goods, services, industrial buying situa-
tions etc. As discussed earlier, Busse et al. (2006) is an exception. Bruce et al. (2005) note 
that secondary markets matter with durable goods. They fi nd that trade promotions can 
mitigate the double marginalization problem better for manufacturers of more durable 
goods. In their model, retailers do not compete with each other. Hence, how these results 
translate in markets with retail competition needs to be investigated.

Much research on pass-through is based on off-invoices, with unconditional wholesale 
price reductions. Gomez et al. (2007) study different types of trade deals. They fi nd that 
only 25.9 percent of discounts are off-invoices. Scanbacks and accruals (31 percent) are 
negotiated with retailers; these require retailers to attain a quantity level to get the allow-
ance. Scanbacks and accruals may therefore be considered similar to a quantity discount 
in terms of our discussion of pricing contracts below. Billbacks (3.1 percent) are similar 
to scanbacks, but based on items that are purchased, not sold, and therefore leave open 
the option for forward buying. A systematic investigation of how pass-through changes 
when different pricing contracts are used would be a very useful area of research.

4.  Optimal pricing contracts
Manufacturers (or upstream fi rms) can decide the pricing contract they offer to the retailer 
(or downstream fi rm). Researchers have evaluated a number of pricing contracts such as 
linear wholesale price, quantity discounts, two part-tariffs and resale price maintenance. 
Typically, the upstream manufacturer structures the pricing contract in a way that is most 
profi table for it. When the upstream fi rm does not have the power (for example with large 
retailers), either the downstream player will set the terms of the pricing contract or it may 
be an outcome of bargaining negotiations.

4.1  Linear wholesale prices
The simplest and most common pricing contract is the linear wholesale price. This leads 
to the familiar double marginalization problem discussed in the illustrative example of 
Section 2. The double marginalization problem results in lower total channel profi ts (the 
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size of the pie) than what it could have been under channel coordination. A long stream 
of literature on channels of distribution has emphasized pricing contracts where the 
double marginalization problem can be minimized and the channel can be coordinated.3 
We discuss these contracts below.

4.2  Quantity discounts and two-part tariffs
Quantity discounts and two-part tariffs can coordinate the channel. With quantity dis-
counts, the per-unit costs to the retailer fall with quantity purchases. Jeuland and Shugan 
(1983) show that quantity discounts can be used as a means by which a manufacturer can 
coordinate the channel in a bilateral monopoly setting.

Moorthy (1987) argues that the Jeuland–Shugan quantity–discount coordination 
requires only that the retailer’s marginal cost equal the marginal revenue at the chan-
nel’s optimal quantity; its value at quantities other than the channel’s optimal quantity 
can be almost anything. This leeway in choosing the retailer’s effective marginal cost 
away from the channels’ optimal quantity leads to a variety of potential pricing schemes 
(e.g. two-part tariff) that can also be optimal. In a two-part tariff, the retailer makes a 
fi xed payment and pays a per-unit charge for the product. The fi xed fee and the per-unit 
charge are set such that the sales volume and total profi t of the channel members is the 
same as when maximizing total channel profi t. For instance, in the bilateral monopoly 
model discussed in Section 2, the manufacturer can set the wholesale price (w) equal to 
his marginal cost (c) and then extract the retailer’s profi t completely with a fi xed fee. 
This will maximize total channel profi t and also help the manufacturer maximize his 
profi t.

Researchers have shown that two-part tariffs can be optimal in a wide range of market 
scenarios such as (1) when retailers have to provide non-contractible services as with 
franchising services with potential for moral hazard as in Lal (1990); (2) when retailers 
have to complement the product with another input and then sell a composite output 
(Vernon and Graham, 1971); (3) when retailers carry a product line (Villas-Boas, 1998); 
(4) when there is demand uncertainty (e.g. Rey and Tirole, 1986); (5) when manufactur-
ers and retailers have private information (e.g. Desai and Srinivasan, 1995; Tirole, 1988, 
p. 176).

Iyer and Villas-Boas (2003) however argue that two-part tariffs are not optimal if the 
product is not completely specifi able. They show that in a model of bargaining between 
manufacturers and retailers when products are not completely specifi able and demand is 
uncertain (as is typical in almost all channel models, they also assume retail actions are 
unobservable), two-part tariffs will not be a part of the market contract even in a simple 
one manufacturer–one retailer channel. This is because the fi xed fee in the two-part tariff 
does not affect the opportunistic behavior on the part of the manufacturer and, therefore, 
will not be accepted by the retailer. In their bargaining model, a linear wholesale price 
contract emerges as the equilibrium outcome. They also note that empirically the use of 

3 Channel coordination can also be brought about by non-pricing mechanisms. For a simple 
bilateral monopoly case, Shugan (1985) shows that implicit understandings between channel 
members can be a partial substitute for formal agreements. Also see Fugate et al. (2006) for a dis-
cussion on the different types of coordination mechanisms.



Pricing in marketing channels   337

two-part tariffs is considerably small, despite prior fi ndings in the theoretical literature 
about the optimality of two-part tariffs in a broad range of settings.4

When else might a two-part tariff or a quantity discount not work? Ingene and Parry 
(1995a, 1995b, 1998, 2000) have studied the case of a manufacturer setting a wholesale 
price schedule for its retailers who differ in their demand and cost structures. They show 
that when these non-identical retailers compete on price, channel coordination can still 
be achieved with an appropriately specifi ed quantity discount schedule but not with a 
simple two-part tariff. A quantity discount schedule can be designed such that the effec-
tive marginal cost is different for different retailers and is equal to their marginal revenue, 
given their differences. In contrast, a two-part tariff offers each retailer the same per-unit 
charge. Since the Robinson–Patman Act does not allow manufacturers to discriminate 
between different retailers by charging retailer-specifi c wholesale prices, a menu of two-
part tariffs, where retailers can select whichever tariff they want, can overcome this legal 
problem, and also coordinate the channel. Interestingly, the authors show that, from 
the perspective of a profi t-maximizing manufacturer, a non-coordinating ‘Sophisticated 
Stackelberg’ two-part tariff that simultaneously optimizes the per-unit fee and the fi xed 
fee in light of the difference in retailers’ fi xed costs may be preferred over channel coor-
dination. The optimal pricing policy is dependent on (1) the retailers’ fi xed costs, (2) the 
relative size of the retailers, and (3) the degree of retail competition.

Models in marketing typically assume the manufacturer and retailer marginal costs 
as constant and fi xed. There is a literature at the interface of marketing and operations 
that addresses optimal pricing contracts when it affects retailer operating costs. When the 
operating costs of the retailer and the manufacturer are a function of the order quantities, 
the manufacturer needs to motivate the retailer to choose both retail prices and order 
quantities that will simultaneously maximize the retailer’s profi t and the joint profi t of the 
retailer and the manufacturer (Weng, 1995). A simple quantity discount cannot achieve 
this, and the manufacturer will have to use a fi xed franchise fee in combination with the 
quantity discount. When a supplier caters to multiple non-identical retailers, Chen et al. 
(2001) show that the same optimum level of channel-wide profi ts as in a centralized system 
can be achieved in a decentralized system, but only if coordination is achieved via a unique 
wholesale pricing policy – periodically charged fi xed fees, and a discount pricing scheme 
under which the discount given to a retailer is the sum of three discount components based 
on the retailer’s (i) annual sales volume, (ii) order quantity, and (iii) order frequency.

4.3  Resale price maintenance (RPM)
RPM is a method of vertical control where the upstream fi rm dictates pricing policies 
at subsequent stages of the distribution channel. By setting a price ceiling (maximum 
RPM), the upstream fi rm can control the retailer’s margin, so that it can eliminate 
the double marginalization problem and reduce the retail price. Setting a price fl oor 
(minimum RPM) can also achieve channel coordination by reducing price competition 

4 Through a laboratory experiment, Ho and Zhang (2008) show that, with a reference-depend-
ent utility function, retailers perceive the up-front fi xed fee in a two-part tariff as a loss, and the 
subsequent sales proceeds as a gain. Hence, if retailers are loss averse, a two-part tariff may not be 
able to coordinate the channel.
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among retailers and diverting competition into non-price dimensions such as service 
(Telser, 1960; Mathewson and Winter, 1984; Iyer, 1998) or product quality (Marvel and 
McCafferty, 1984).5

The issue of RPM is pertinent in cases of demand uncertainty, information asym-
metry and moral hazard: (1) when retailers have private information about an uncertain 
state of the demand (Gal-Or, 1991); (2) both the upstream and downstream fi rms make 
a non-price choice (e.g. advertising, sales effort, etc.) subject to moral hazard – double 
or two-sided (Romano, 1994); and (3) when the manufacturer faces uncertain demand 
(Butz, 1997).

Iyer (1998) examines a channel with two symmetric retailers engaging in price and 
non-price competition (e.g. provision of product information, after-sales service etc.). 
Consumers are heterogeneous in their locations (as in the spatial models of horizontal 
differentiation) and in their willingness to pay for retail services (as in the models of ver-
tical differentiation). When the diversity in willingness to pay is relatively greater than 
locational differentiation, neither quantity discounts nor a menu of two-part tariffs are 
sufficient to coordinate the channel. A complicated menu of contractual mechanisms is 
necessary that can induce retail differentiation so that all retailers don’t compete only 
for consumers with low willingness to pay (by engaging in price competition) or only 
for consumers with high willingness to pay (by engaging in non-price competition). An 
example of such a menu is one consisting of retail price restraints linked to particular 
wholesale prices and fi xed fees.

In general, RPM restricts the resellers’ freedom to set prices. Minimum RPM can be 
anticompetitive by acting as a monitoring or an enforcing mechanism that facilitates 
collusion of an upstream or downstream cartel or by facilitating third-degree price 
discrimination by a monopolistic manufacturer (Gilligan, 1986). Although maximum 
RPM is traditionally viewed as reducing retail price,6 it could reduce consumer welfare 
by reducing the number of retailers (Perry and Groff, 1985) or facilitate manufacturer 
opportunism, whereby it may drive prices down enough so that the retailers almost fail 
and then the manufacturer may exploit such retailers (Blair and Lafontaine, 1999). Hence 
both forms of RPM are viewed unfavorably by the US Supreme Court.

Since 1911, and until recently, either form of RPM was per se illegal under Section 1 of 
the Sherman Antitrust Act. This meant that a violation of Section 1 had been established 
once the government or private plaintiff proved that the defendant manufacturer had 
implemented an explicit or implicit plan to maintain a resale price. However, the last few 
years have seen legal cases where a price maintenance agreement between an upstream 
supplier and a downstream distributor is judged on its unique circumstances. In its State 
Oil Company, Petitioner v. Barkat U. Khan and Khan & Associates, Inc. decision of 1997, 
the Court returned the antitrust treatment of maximum RPM to the ‘rule of reason’, so 
that now a defendant manufacturer can defend itself by demonstrating that, in its case, 
maximum RPM has pro-competitive effects that benefi t the consumers (Roszkowski, 

5 On a different note, Perry and Porter (1990) show that minimum RPM can result in excessive 
retail service or induce new entry because of the reduced price competition.

6 When the manufacturer can set both a franchise fee and a wholesale price, Perry and Besanko 
(1991) show that the traditional view that maximum RPM will lower retail prices and that minimum 
RPM will raise retail prices may be reversed.
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1999). More recently, in June 2007, the Supreme Court’s decision in Leegin Creative 
Leather Products Inc. v. PSKS Inc. established that courts should also evaluate minimum 
RPM according to the ‘rule of reason’.7

4.4  Slotting allowances
Unlike fi xed fees that retailers pay to manufacturers in two-part tariffs, slotting allow-
ances are payments made by manufacturers to retailers. They include a wide assortment 
of fi xed transfers from manufacturers to retailers that are not linked to quantities sold. 
These have been variously called pay-to-stay fees, failure fees, premium shelf-placement 
fees, share of shelf-space fees etc.

Sullivan (1997) argues that as the cost of developing new products falls, more new products 
are supplied; slotting allowances emerge as a means by which to ration shelf space efficiently 
to the most profi table products. Another argument often used is that when shelf space is a 
scarce resource, slotting allowances serve to shift the risk of failure from the retailers to the 
manufacturer. This risk-shifting becomes particularly important in the presence of private 
information about the success of the product in the hands of the manufacturer. Lariviere 
and Padmanabhan (1997) and Desai (2000) argue that slotting allowances are means by 
which manufacturers signal to retailers their private information about the quality of their 
products. Desai (2000) shows that slotting allowances can be pro-competitive as it serves 
to enhance retailer participation because it reduces the demand uncertainty of retailers and 
increases their profi tability. But Shaffer (1991) argues that slotting allowances are anticom-
petitive because they reduce retail competition and increase prices.

While Shaffer assumes that manufacturers are in a perfectly competitive market and 
therefore have no power and the retailer sets the terms of trade, in Desai’s model, the 
manufacturer sets the terms of trade. In both models, wholesale prices are higher in the 
presence of slotting allowances. But with manufacturers setting the terms of trade and 
using slotting allowances as a signaling device, the likelihood of slotting allowances falls 
when there is greater market potential (as understood by both manufacturers and retail-
ers). This is because retailers fi nd it worthwhile to participate in the market even without 
slotting allowances when the market is profi table. However, when the retailer seeks to 
exercise power, the retailer can extract the manufacturers’ entire surplus through slotting 
allowances. Then slotting allowances should increase with market potential.8

In terms of empirical research, Bloom et al. (2000) and Wilkie et al. (2002) use surveys 
of manufacturers and retailers to identify key reasons why slotting allowances are used. 
However, the results are inconclusive because retailers and manufacturers have some-
what opposing views. Rao and Mahi (2003) survey manufacturers and retailers about 
each transaction they were involved in. They fi nd that slotting allowances increase with 
greater retailer power, but acknowledge that the results may be due to their inability to 
control for manufacturer–retailer power at the level of each transaction due to pooling 
transactions across a wide range of manufacturers and retailers.

7 Source: Knowledge@Wharton, 08 August 2007.
8 Chu (1992) develops a screening model where retailers use slotting allowances to screen new 

products for their potential. Again, with this model where the retailer has power, slotting allow-
ances increase with the potential of the product.
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Sudhir and Rao (2006) use a database of all new products offered to a particular 
retailer, some of which received slotting allowances and others that did not. By using 
such a universe of accepted and non-accepted products, they are able to control for any 
potential issues of selection involved in using only accepted products. They also had inter-
nal ratings data of retailer buyers on the potential for success. These data enabled them 
to study which of the rationales are supported in their data by sidestepping the common 
problems of selection and levels of information asymmetry for any new product. Broadly, 
Sudhir and Rao fi nd support for the efficiency rationales: opportunity costs, information 
asymmetry, signaling and retail participation. They do not fi nd support for the retail 
power and retail competition mitigation (with an anticompetitive rationale) hypotheses.

Israelevich (2004) shows evidence based on a policy analysis using a structural model 
that slotting allowances (pay to fees) serve to put products on retailer shelves that may 
not be profi table purely through the revenues they generate for the retailer; thus slotting 
allowances may serve to increase consumer variety. The question of whether other better 
products that could be more in demand by consumers are being pushed out from the 
shelves due to slotting fees is yet to be resolved.

Slotting allowances for existing products may also be given to enhance retailer participa-
tion in activities such as in-store service or merchandising. These allowances may be called 
display allowances or advertising allowances, and may fall under the broad rubric of slotting 
allowances. Kim and Staelin (1999) show that with greater store substitutability, manufac-
turers will ‘freely’ give retailers side payments to increase merchandising. If a retailer passes 
through a greater portion of these side payments to the consumer, then the manufacturer 
increases the side payment to this retailer. In addition, the competing retailers will react by 
lowering their retail margin and, thus, regular retail price. The authors present comparative 
static results for how changes in consumer sensitivity to pricing and promotional activities 
affect prices, side payments, and both retailer and manufacturer profi ts.

4.5  Future research
As we have seen, manufacturers might use any of the several possible pricing schemes or 
they could even use a combination of pricing schemes. Future research needs to address: 
(1) what are the implications of different pricing contracts for pass-through?; (2) how does 
retail competition, manufacturer competition and the overall channel structure infl uence 
the choice of pricing contract?; and (3) what combination of pricing schemes might be 
used under what market situations?

Different pricing schemes would have different implications for how pass-through 
is defi ned and measured. Specifi cally, when wholesale prices are not observed, the 
researcher should be wary that, with a nonlinear pricing scheme, the marginal cost could 
be different for different retailers. This could, in turn, result in different pass-through 
behaviors across competing retailers. Also, researchers should be cautious about using 
directly observed wholesale prices if, say, side payments or slotting allowances, which 
are not observed by the researcher, change the effective wholesale price for the retailer. 
Inferring pass-through behavior through a structural model that tests different hypoth-
eses on the contracting and pricing relationships between manufacturers and retailers 
could be one potential solution.

It would be interesting to see if retailers’ pass-through behavior might infl uence the 
pricing contract set by manufacturers. While the causality between the pricing contract 
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and the pass-through behavior may be difficult to tease out, it is nonetheless interesting to 
explore this issue. For instance, it is known that pass-through behavior changes between 
regular and peak demand periods. What terms might a manufacturer want to incorporate 
in the pricing contract (e.g. RPM) to guard itself against these variations? How might a 
manufacturer want to set the contract differently when retailers’ objective is brand profi t 
maximization versus when retailers’ objective is category profi t maximization?

Heterogeneity among retailers (Ingene and Parry, 2000), and the relative bargaining 
power of manufacturers and retailers (Iyer and Villas-Boas, 2003; Shaffer, 1991; Desai, 
2000) have implications for the terms of the pricing contract. Different retail formats 
(supermarkets versus discount stores or club stores) carry an assortment of products and 
attract different kinds of consumers, and hence face very different demand structures. 
Hence the bargaining power of a retailer may not only depend on the extent of retail 
competition in the market but also on the store format. Future research should analyze 
pricing contracts in the context of differences in demand structures and bargaining power 
of competing retailer formats.9

Chen (2003) studies the situation where an upstream supplier uses two-part tariffs 
for its downstream retailers, which include a dominant retailer and competitive fringe 
retailers. The dominant retailer is more efficient at a large scale of operation (i.e. it has 
a cost advantage). In order to offset the reduction in profi ts caused by the rise in the 
dominant retailer’s power, the manufacturer seeks to boost the fringe retailers’ sales by 
lowering wholesale prices to them. This in turn leads to greater retail competition and 
lower prices. Dukes et al. (2006) consider a bilateral bargaining situation of competing 
manufacturers and competing multiproduct retailers. In this setting, manufacturers raise 
prices to the weaker retailer in order to boost sales through the more efficient retailer, 
which is also more profi table. This in turn reduces retailer competition and raises retail 
prices. Manufacturers’ increased bargaining power over the weaker retailer allows them 
to accrue, in part, the additional extracted consumer surplus. These fi ndings need to be 
empirically tested in view of their implications for pass-through behavior of dominant 
versus weak retailers, with and without manufacturer competition.

Both Chen (2003) and Dukes et al. (2006) assume that the manufacturers can charge 
different prices to the powerful and weak retailers, but, as pointed out earlier, manufac-
turers could instead use menu pricing schemes to overcome the limitations imposed by 
the Robinson–Patman Act. While the Robinson–Patman Act does not allow a manu-
facturer to discriminate between retailers, different manufacturers might offer different 
contracts to the same retailer. Hence, with regard to upstream competition, it would be 
interesting to understand when competing manufacturers might offer different pricing 
contracts or pricing schemes to their retailers. For example, would a national brand and 
a local brand always offer the same pricing scheme to a retailer? If not, then when might 
they differ?

Future research should investigate how different channel structures infl uence pricing 
contracts. For instance, as will be discussed in the next section, the presence of a direct 
channel that is owned by the manufacturer (a partially integrated channel) could strain 

9 One source of retail power has been the emergence of store brands. We refer the reader to the 
companion chapter on store brands in this handbook for a survey of issues relating to store brands.
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the manufacturer–retailer relationship. What is the optimal pricing contract under such 
a scenario? Also a distribution channel could evolve over time because of mergers or 
because manufacturers and retailers enter or exit the market. This would change the 
extent of competition upstream or downstream, and also the demand for individual 
retailers. How should the pricing contract be designed to adjust for such potential 
changes in the channel structure?

Iyer and Villas-Boas (2003) note that empirically the use of two-part tariffs is consid-
erably small despite fi ndings in the theoretical literature about the optimality of such 
tariffs. While bargaining between the channel members could be a possible reason, an 
alternate reason could be that the real-world settings are far more complex, and as the 
fi ndings of Chen et al. (2001) and Iyer (1998) suggest, manufacturers might be using more 
complicated pricing schemes. Future research thus needs to incorporate more efficiently 
the characteristics of channel members, characteristics of the product and consumer 
behavior in analyzing the issue of setting a wholesale pricing contract, while allowing for 
the use of a combination of different pricing schemes.

5.  Channel structure
The channel structure is a long-term decision where managers decide on the structure of 
the distribution channel given the market characteristics. Managers can decide whether 
to have an integrated channel (sell directly to the consumer) or a decentralized channel 
(use intermediaries such as retailers, dealers etc.) or a combination of both – a partially 
integrated channel (e.g. use a direct online channel and traditional retailers). For a 
channel with intermediaries, managers can not only decide the number of players at 
each level; they can also choose among different options such as exclusive dealers (EDs), 
exclusive territories (ETs) and independent profi t-maximizing retailers. While making 
such a decision, managers need to take into account the optimal pricing strategy that can 
be implemented in the resulting channel structure, given the market characteristics (e.g. 
competition, demand uncertainty, power structure).

5.1  Vertical integration and decentralization
In the illustrative model of Section 2, we found that vertical integration (VI) can solve 
the double marginalization problem and the associated pricing inefficiency from an inde-
pendent retailer (Jeuland and Shugan, 1983). VI can lower retail prices for other channel 
structures as well – upstream monopolists selling through multiple downstream monopo-
lists (Romano, 1987), a duopoly channel structure with exclusive dealers (McGuire and 
Staelin, 1983; Coughlan, 1985), and a ‘full channel’ structure with two competing manu-
facturers both selling through both competing retailers (Trivedi, 1998).10

Although VI can internalize the double marginalization problem, when the retail 
market is highly competitive (as a result of, say, high product substitutability11), manu-
facturers may be better off if they can shield themselves from the competitive environment 
by inserting privately owned profi t-maximizers (retailers) between themselves and the 

10 The integrated structure has two manufacturers selling directly to consumers.
11 Product substitutability is defi ned as the ratio of the rate of change of quantity with respect 

to the competitor’s price to the rate of change of quantity with respect to own price.
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ultimate retail markets (McGuire and Staelin, 1983; Coughlan, 1985; Lin, 1988).12 This 
is because marketing middlemen soften manufacturer competition as the effect of a price 
change by a manufacturer on fi nal retail demand is weakened by the intermediary. Other 
channel restraints such as exclusive dealing (Trivedi, 1998) and exclusive territories (Rey 
and Stiglitz, 1995) can also reduce manufacturer competition.

Moorthy (1988) showed that retail competition is not necessary for decentralization to be 
a Nash equilibrium. What is critical is the nature of coupling between demand dependence 
and strategic dependence. The author shows that decentralization is a Nash equilibrium 
only if one of the following (mutually exclusive) conditions are satisfi ed: (1) the manufac-
turers’ products are demand substitutes at the retail level and strategic complements at the 
manufacturer or retailer levels; (2) the manufacturers’ products are demand complements 
at the retail level and strategic substitutes at the manufacturer or retailer levels.

In general, with pure price competition, a mixed channel structure where one fi rm 
vertically integrates while another decentralizes is not an equilibrium. However, when 
retailers engage in price and non-price competition (e.g. provision of product informa-
tion, after-sales service etc.), Iyer (1998) shows that a mixed channel structure can be an 
equilibrium in markets with weak brand loyalty. Although the decentralized retailer will 
charge higher prices than those chosen by the vertically integrated fi rm, adopting a high-
end service position helps the retailer to differentiate and support the higher price. Hence 
the corresponding manufacturer’s incentive to decentralize is reinforced in equilibrium.

We have already mentioned that demand functional form and manufacturer–retailer 
interactions affect pass-through. Choi (1991) and Trivedi (1998) analyze the effect of 
demand functional forms and manufacturer relationship on channel structure. The two 
papers fi nd a rich set of results on how channel structure decisions are affected by func-
tional form and manufacturer–retailer interactions.

The channel structure may also evolve over time with the entry of new players into 
the market. Tyagi (1999b) shows demand conditions where, contrary to conventional 
wisdom, entry of a new downstream fi rm lowers the downstream market output and 
increases the consumer price. This is because the upstream fi rms gain bargaining power 
with downstream entry, raising their wholesale price, and this effect can overcome the 
competitive effect of entry. But he also shows that for a class of widely used demand func-
tions – linear, constant elasticity and a variety of convex and concave demand functions 
– the supplier’s optimal price is invariant to the entry/exit of downstream fi rms. Similarly, 
Corbett and Karmarkar (2001) model competition and entry into different levels of a 
multiple-tier serial channel structure with a price-sensitive linear deterministic demand 
and fi nd that price per unit, in a tier, falls with the number of entrants in any upstream 
tier, but is unchanged with the number of entrants in a downstream tier.

Desai et al. (2004) discuss the role of the intermediary in the context of durable goods. 
There are two issues with durable goods: (1) the presence of secondary market competition; 
and (2) the Coase problem, where the manufacturer’s inability to commit to a future price 
causes consumers to wait and the market to fail. Desai et al. show that by pre-committing 
the retailer to a two-part contract that covers both periods, the manufacturer can solve 

12 They all fi nd conditions under which decentralization is a Nash equilibrium strategy of 
manufacturers.
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both problems. With pre-committed wholesale prices, the channel can replicate the sales 
schedule under a consumer-pricing commitment. Interestingly, in this contract, the manu-
facturer charges a wholesale price above marginal cost in both periods and earns higher 
profi ts by selling through a retailer than by selling the product directly to the consumers.

5.2  Partial integration
Manufacturers may also consider partial integration (PI) – taking over part of the down-
stream industry – as a channel design strategy. The popular argument for this strategy is 
the manufacturer’s incentive to raise rivals’ (independent retailers’) costs. Romano (1987) 
considers the case when an upstream monopolist services two downstream monopolists. 
Through PI, the upstream monopolist can not only (partially) eradicate the pricing 
inefficiency associated with successive monopolies, but also practice implicit price dis-
crimination towards the non-integrated downstream fi rm. Hastings and Gilbert (2005) 
focus on the 1997 acquisition by Tosco of Unocol’s West Coast refi ning and retail assets. 
They empirically examine the reaction of Tosco’s wholesale prices in 13 metropolitan 
areas to differential increases in competition with independent retailers resulting from 
the merger. The upstream fi rms (refi neries) have market power and the downstream 
products (gasoline from different refi neries) are strategic complements. The authors fi nd 
that an increase in the degree of integration is associated with higher wholesale prices to 
competing retailers.

The emergence of the Internet as a sales channel has brought the issue of partial forward 
integration into focus again in recent years. The growth of the Internet has made it very 
easy for manufacturers to directly connect with the fi nal consumer through an online 
store (direct channel). While the direct channel reduces the manufacturer’s dependence on 
retailers and eliminates pricing inefficiencies due to double marginalization, it is also likely 
to steal customers from retailers. This might strain the manufacturer–retailer relationship 
and may cause retailers to react in a way that adversely affects the manufacturer. It has 
been shown that fi rms can control the competition between the online channel and the tra-
ditional retailers by controlling the amount of information made available on the online 
channel (Balasubramanian, 1998; Zettelmeyer, 2000; Brynjolfsson and Smith, 2000).

The online channel, however, may not always be detrimental to the non-integrated 
retailers. Chiang et al. (2003) analyze the price-setting game between a direct channel of 
a manufacturer and its independent retailer. They fi nd that, depending on con sumers’ 
acceptance of direct channel purchases (for low acceptance), the introduction of the 
direct channel may be accompanied by a wholesale price reduction (as a result of low 
direct channel prices).

Kumar and Ruan (2006) consider the case when a retailer carries products of compet-
ing manufacturers and maximizes category profi ts. Consumers in the market are one 
of two types – they are either brand loyal or store loyal. In addition to the retail price, 
the retailer is also allowed to set the level of merchandising support, which impacts the 
demand for the manufacturer’s product. They fi nd conditions under which a manufac-
turer may get higher margins from brand-loyal customers online, and then offer higher 
margins to the retailer to get better merchandising support and a greater share of the 
store-loyal consumers. Thus, under certain conditions, the online channel not only serves 
to increase the level of retail support and manufacturers’ profi ts, but it may also increase 
retailers’ profi ts.
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5.3  Future research
The literature on channel structure in marketing has typically assumed that consumer 
demand is deterministic. However, the operations literature typically highlights the 
variability in consumer demand. Small levels of consumer demand variability are 
amplifi ed across a channel and lead to the well-known ‘bullwhip effect’, and harm 
channel efficiency (Lee et al., 1997). Thus a decentralization decision may depend on 
demand variability, which is typically abstracted away from in the traditional channel 
structure literature in marketing. It is critical to understand the tradeoffs when design-
ing channels in the presence of demand uncertainty, retailer/manufacturer moral 
hazard etc.

While there has been a large volume of theoretical research on issues of channel struc-
ture, the volume of empirical research on this issue has been very limited. This is partly 
because channel structure decisions tend to be long term and therefore researchers cannot 
get variation in the data. The emergence of the Internet has provided opportunities to 
study the effect of a change in channel structure, and empirical researchers should take 
advantage of this natural variation in the data.

6.  Structural econometric models of pricing in a channel
In this section, we discuss the emerging literature on structural econometric models of 
channels. We begin by discussing an illustrative model. In recent years, a number of 
papers have used the structural econometric framework to model the marketing channel. 
Such models serve to (1) depict manufacturer–retailer interactions that best describe the 
market and (2) perform policy analysis in markets where a channel intermediary needs 
to be modeled. We discuss these two types of models in turn.

6.1  An illustrative structural econometric model of channels
We illustrate a basic structural econometric model of the channel using a logit demand 
model to highlight the key aspects of developing a structural econometric model of the 
marketing channel.

Demand Consider a market where households can choose between two brands (sold by 
two different manufacturers) denoted by i 5 1, 2 and a no-purchase option denoted by i 
5 0. The utility for a brand i to household h in period t is given by

 
Uhit 

5 b0i 1 Xitb 2 apit 1 jit 1 ehit,  i 5 1, 2
        5 dit 1 ehit,  i 5 1, 2

 (15.1)

where Xit is a vector of observable (to the fi rm and the econometrician) attributes and 
marketing variables (for, e.g., display and feature activity for the brand) and pit is the 
retail price. b0i is the intrinsic preference of consumers for brand i, and jit is the unobserv-
able (to the econometrician, but observable to the fi rm and the consumer) component of 
utility. This term captures the variation in consumer preferences for brands across time 
that is induced by manufacturer advertising and consumer promotions. ehit is household 
h’s idiosyncratic component of utility which is unobserved by the fi rm and is assumed to 
be independent and identically distributed as a Type I extreme value distribution across 
consumers. This assumption leads us to the familiar multinomial logit model of demand. 
Denote the deterministic part of the utility that is observed by the fi rm by the term dit and, 
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normalizing the deterministic component of utility for no purchase (d0t) to zero, we have 
the familiar equation for market share for the brand

 sit 5
exp(dit )

1 1 a
2

k51
exp(dkt )

,  i 5 0, 1, 2 (15.2)

It is therefore easy to see that

 ln (sit/s0t ) 5 dit 5 b0i 1 Xitb 2 apit 1 jit,  i 5 1, 2

This equation serves as the demand-side estimation equation. The term jit serves as 
the error term in the estimation equation. It can capture the effects of manufacturer 
advertising and consumer promotions, and other unobserved demand shocks that are 
not explicitly modeled.

The supply (or channel) model
Assume that the two manufacturers set wholesale prices and the retailer then sets retail 
prices to maximize its category profi ts in period t. Then the retailer’s objective function 
is given by

 PR
t 5 (p1t 2 w1t )s1tMt 1 (p2t 2 w2t )s2tMt

where p1t and p2t are the retail prices of products 1 and 2, w1t and w2t are the wholesale 
prices of products 1 and 2 set by the manufacturers, and s1t and s2t are the shares of prod-
ucts 1 and 2 defi ned in the demand model (note that s0t 5 1 2 s1t 2 s2t is the share of the 
outside good) and Mt is the size of the market. The t subscript refers to the period t.

The fi rst-order conditions for the retailer are given by

 
'PR

t

'pit
5 sit 1 (p1t 2 w1t ) c's1t

'pit
d 1 (p2t 2 w2t ) c's2t

'pit
d 5 0,  i 5 1, 2

Taking the derivatives of market share with respect to prices, we have

 
'st

'pt
5 ±

's1t

'p1t

's2t

'p1t

's1t

'p2t

's2t

'p2t

≤ 5 aa2s1t (1 2 s1t ) s1ts2t

s1ts2t 2 s2t (1 2 s2t )
b  (15.3)

Solving the fi rst-order conditions, we get the formula for retail prices that is written in 
matrix form.

 pt 5 wt 1
1

a (1 2 s1t 2 s2t )
 where pt 5 ap1t

p2t
b  and wt 5 aw1t

w2t
b  (15.4)

If the wholesale prices can be observed, the equation above can serve as the supply side 
equation for the retailer. One could potentially capture unobservable retailer costs as an 
error on the supply equation.

Alternatively one may wish to actually write out an equation to describe the wholesale 
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prices in order to structurally model the wholesale price choices. In that case, one will 
write out the manufacturers’ pricing model. To illustrate different types of manufacturer 
pricing behavior, consider the two alternatives of (1) tacit collusion and (2) Bertrand 
competition. The objective function of manufacturer i selling brand i in period t is given 
by

 PM
it 5 (wit 2 cit )sitMt 1 u (wjt 2 cjt )sjtMt 2 Fit,  i 5 1, 2; j 2 i

where wit is the wholesale price for brand i that the manufacturer charges the retailer and 
cit is the marginal cost of brand i. Fit is the fi xed cost to the manufacturer (it can include 
costs that are not related to the marginal sales of the brand, for, e.g., slotting allowances). 
Note that u 5 1 for the case of tacit collusion and u 5 0 for the case of Bertrand com-
petition. Let the marginal cost of brand i be cit 5 gi 1 vit, where gi is the brand-specifi c 
marginal cost, and vit is the brand-specifi c unobservable marginal cost at time t. Note 
that vit is unobservable to the researcher, but observable to the manufacturers.

The fi rst-order conditions for the manufacturer are given by

 

'PM
it

'wit
5 sit 1 (wit 2 cit ) c 'sit

'p1t

'p1t

'wit
1
'sit

'p2t

'p2t

'wit
d 1

              u (wjt 2 cjt ) c 'sjt

'p1t

'p1t

'wit
1
'sjt

'p2t

'p2t

'wit
d 5 0, 

i 5 1, 2; j 2 i

 st 1 c a 'pt

'wt

'st

'pt
b.*U d (wt 2 ct ) 5 0

where

 U 5 a1 1
1 1

b  for tacit collusion and U 5 a1 0
0 1

b  for Bertrand competition. The .* 

operator denotes element by element multiplication of a matrix.
We can thus solve for the wholesale prices as

 wt 5 ct 1 c a 2
'pt

'wt

'st

'pt
b.*U d21

st (15.5)

where the term in brackets after ct is the vector of margins that manufacturers choose for 
their brands. The retailer’s reactions to manufacturers’ wholesale prices are obtained by 
taking the derivatives of the retail prices in (15.4). It can be shown that (see Sudhir, 2001 
for the proof)

 
'pt

'wt
5 ±

'p1t

'w1t

'p2t

'w1t

'p1t

'w2t

'p2t

'w2t

≤ 5 a1 2 s1t 2 s1t

2s2t 1 2 s2t
b

If we observe wholesale prices and retailer prices, we can model the supply side by 
fi tting both equations. However, typically, wholesale prices are not observed and most 



348  Handbook of pricing research in marketing

researchers in marketing substitute the wholesale price equation into the retail pricing 
equation and fi t the following retailer pricing equation to the data:

There are some key aspects that should be highlighted in the derivation of the structural 
econometrics models. First the demand-side error is incorporated into the supply-side 
equations through the observed market shares. Note that, in contrast to the game-
theoretic models of Section 2.1, where the retailer and wholesale pricing equations are 
characterized completely in terms of the primitive demand and cost parameters, the 
pricing equations here (15.4 and 15.5) are characterized in terms of the observable market 
shares. The advantage of incorporating observed market shares is that demand-side 
errors (which are observable to the consumers and fi rms) are allowed to affect prices. In 
this sense, the structural econometric specifi cation acknowledges that econometric errors 
have structural meaning and are accounted for in the specifi cation.

In summary, a standard structural econometric model of channels is a simultaneous 
equation model with demand and supply pricing equations (could be one equation for 
manufacturer and retailer each or combined into one), both specifi ed in terms of behav-
ioral primitives. The demand equation relates quantity purchased to retail price, product 
characteristics and unobserved demand determinants. While many types of demand 
models can be used, the random coefficients logit model remains the most popular 
because of its fl exibility in capturing substitution patterns, while still providing closed-
form solutions that do not require integration for individual-level choice probabilities 
(see Dubé et al., 2002 for discussion). The supply equation relates prices to a markup 
and to observed and unobserved cost determinants. The structural econometric model 
can be used to either infer the consumers’ and fi rms’ decision rules from observable retail 
price–quantity pairs, or to perform policy simulations on how the equilibrium will evolve 
in response to actions by fi rms.

6.2  Descriptive models of channels
Sudhir (2001) demonstrated how to construct a structural econometric model of the 
channel under alternative assumptions of manufacturer–retailer interaction. In his analy-
sis of competition among manufacturers selling through a single retailer, he fi nds that 
the manufacturer Stackelberg model of vertical interactions fi ts the data better than the 
vertical Nash model. He also fi nds that the category profi t maximization objectives fi t the 
data better than brand profi t maximization objectives. He fi nds that the logit model fi ts 
the data better than a constant elasticity multiplicative model of demand, suggesting that 
even though multiplicative models fi t the data well, they are less useful in retail decision 
support systems, because the implied markups are less consistent with the data.

pt 5 ct 1 c a    2
'pt

'wt
 
'st

'pt
b.*U d21

st 1
1

a (1 2 s1t 2 s2t )

(15.6)
Manufacturer cost Wholesale margin Retail margin

Wholesale price (wt)
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Berto Villas-Boas (2007) expands the analysis to vertical interactions between multiple 
manufacturers and multiple retailers using a general random coefficients logit model. She 
fi nds that wholesale prices are close to marginal cost, but retailers have pricing power in 
the market. This could be consistent with either retail power or nonlinear pricing con-
tracts. Bonnet and Dubois (2008) explicitly model nonlinear contracts involving two-part 
tariffs and resale price maintenance, and fi nd that manufacturers use two-part tariffs with 
RPM.13 Unlike Berto Villas Boas, they fi nd that retailers price at marginal cost.

Berto Villas-Boas, and Bonnet and Dubois do not observe wholesale prices. Using a 
conjectural variations framework, Kadiyali et al. (2000) take advantage of the fact that 
wholesale prices can be observed in their data and estimate the extent of channel power. 
Their fi ndings suggest that channel participants deviate from the prices predicted by 
‘standard’ games such as manufacturer–retailer Stackelberg and vertical Nash, and retail-
ers have power in that they obtain the larger share of channel profi ts. While this is consist-
ent with a two-part tariff, they fi nd that neither manufacturers nor retailers charge zero 
markups. Similar to Kadiyali et al., Meza and Sudhir (2007) estimate both a retail and 
wholesale price equation, but explicitly look for departures from the short-term profi t-
maximizing prices predicted by the standard models. They fi nd that retailers strategically 
deviate from short-term profi t-maximizing retail prices to support their store brands, 
but manufacturer margins are consistent with a manufacturer-Stackelberg model. Again 
both manufacturers and retailers have non-zero markups.

There appears to be a discrepancy in extant research: when wholesale prices are 
observed, Kadiyali et al. and Meza and Sudhir observe positive markups by manufactur-
ers and retailers; when wholesale prices are not observed, Berto Villas-Boas and Bonnet 
and Dubois fi nd evidence of zero markup for either manufacturer or retailer. While the 
differences may be artifacts of the specifi c markets studied, the differences in inference 
of markups when wholesale prices are not observed should be explored systematically in 
future work.

In contrast to the above analysis using aggregate data, Villas-Boas and Zhao (2005) use 
household-level data in a particular local market to evaluate the degree of manufacturer 
competition, retailer–manufacturer interactions, and retailer product category pricing in 
the ketchup market in a certain city using household level data. Che et al. (2007) also use 
individual data to model manufacturer and retailer behavior in the presence of consumer 
state dependence. Given the dynamics involved, they study the extent to which fi rms are 
forward looking in their pricing behavior. They fi nd that fi rms are boundedly rational in 
that they look only one period ahead when setting prices.

6.3  Policy analysis within a channel setting
Several papers have also applied the structural econometric framework of channels in 
performing policy simulations on a wide range of marketing mix questions. These analy-
ses have addressed product, pricing, promotions and channel issues.

Goldfarb et al. (forthcoming) use the structural econometric channel framework to 
measured brand equity. They estimate a demand model and then assess how prices and 
profi ts will change within a competitive setting in the presence of a channel when a brand 

13 They study the market for bottled water in France.
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loses its intangible equity (as represented by the relative value of the intercept with respect 
to a base brand such as the store brand).

Israelevich (2004) addresses the issue of product variety and the role of slotting fees 
within a distribution channel. As discussed earlier, he fi nds that slotting fees have served 
to enhance the available product variety at a retailer, because the policy analysis indicates 
that retailers do not fi nd all products to be intrinsically profi table. This result, suggest-
ing two-part tariffs, where manufacturers are offering retailers allowances, is different 
from the pricing strategies suggested in the analysis of Berto Villas-Boas and Bonnet and 
Dubois. Clearly more research on the types of pricing contracts used for different types 
of products is required.

Besanko et al. (2003) study optimal targeted pricing on the part of manufacturers in 
the presence of retailers, using aggregate data within a competitive setting. Pancras and 
Sudhir (2007) study the optimal marketing strategies of a customer data intermediary, 
which needs to consider the value of its target pricing services to manufacturers in the 
presence of a retailer who sets retail prices. Hartmann and Nair (2007) estimate a demand 
system for tied good (razors and razor blades) when consumers shop across stores with 
different retail formats. Consumers buy razors disproportionately at grocery and drug 
stores, but the razor blades at club stores. As cross-elasticities between the two products 
are moderated by the retail channel, a policy analysis requires modeling the retail channel 
behavior. Chu et al. (2007) study the pricing behavior in the PC market and are able 
to assess the value of different distribution channels. They perform a variety of policy 
analyses on how dropping a distribution channel will affect fi rms. They also investigate 
the effect of the HP–Compaq merger using their estimates.

6.4  Future research
In summary, the structural models of channels literature has been able to map game-
theoretic models to the data to both provide descriptions of the equilibrium interactions 
in the market, and perform policy analysis. As we pointed out earlier, there are some 
discrepancies in the inferences of power within the channel, depending on whether whole-
sale prices are observed or not. Further, there has been limited research on describing 
channel behavior in the presence of nonlinear contracts, because fi xed transfers are typi-
cally not observed. More empirical research is needed in describing channel behavior in 
such markets.

While much extant research has focused on pricing as the key variable, future research 
should address other strategic variables such as manufacturer advertising and push 
versus pull promotions. Also current methodologies can deal with continuous strategic 
variables such as price, but new methodologies need to endogenize discrete decisions 
such as the retailer’s decision to carry a product, introduce a new store brand etc. This 
would be in contrast to Israelevich’s model, where he takes product acceptance decisions 
as exogenous. Such models can shed additional light on aspects such as how pricing con-
tracts such as slotting allowances and trade deals affect product attractiveness and the 
decision to carry the product. Such advances not only require modeling advances, but 
also additional data on retailer product acceptance and rejection decisions (e.g. Sudhir 
and Rao, 2006) that would help us to learn about market behavior.

Far more challenging would be to model asymmetric information among channel 
members and how this may affect pricing contracts within a channel. This would require 
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us to have access to a variety of contracts entered into by a fi rm at alternative levels of 
information asymmetry. Such data, however, are hard to obtain. But detailed data from 
a particular retailer (manufacturer) about the pricing contracts it enters with different 
manufacturers (retailers) can be very useful in developing appropriate methodologies and 
obtaining insights into how channel members arrive at pricing contracts.

Overall, the ratio of empirical to theoretical research on pricing across channels is low. 
This situation is being remedied as more data on both consumer choices across chan-
nels and retailer pricing become available and new empirical tools for analyzing retailer 
behavior are being developed. We hope these tools will provide greater insights into con-
sumer behavior across channels, channel structure and relationships, and the behavior of 
channel participants in the near future.

7.  Conclusion
This chapter surveyed the analytical and structural econometric literature on pricing in a 
channel. We described the analytical literature on channels in terms of the time horizons 
of decision-making: pass-through, pricing contracts and channel structure. We described 
the econometric literature in terms of its two major applications: description and policy 
analysis. The chapter also discussed gaps in the literature in each of the areas, and offered 
suggestions for future research.
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16  Nonlinear pricing
Raghuram Iyengar and Sunil Gupta

Abstract
A nonlinear pricing schedule refers to any pricing structure where the total charges payable by 
customers are not proportional to the quantity of their consumed services. We begin the chapter 
with a discussion of the broad applicability of nonlinear pricing schemes. We note that the 
primary factor for the use of such schemes is the heterogeneity of the customer base. Such heter-
ogeneity of preferences leads customers to choose different pricing plans based on their expected 
demand. We describe past analytical and empirical research. Past analytical work is categorized 
based on whether it is in a monopoly setting or a more general oligopoly context. Most past 
research has found two-part tariffs to be optimal in many settings. More recent research has 
begun to investigate the limits of such optimality and when a more general pricing scheme can 
be optimal. In the summary of empirical research on multi-part tariffs, we note that while non-
linear pricing schemes are popular, any analysis of demand under such schemes is nontrivial. 
One important reason is the two-way relationship between price and consumption in multi-part 
tariffs – the pricing scheme infl uences consumption and the level of consumption determines 
the applicable per-unit price. We describe how researchers have addressed this and other such 
issues and then show a modeling framework that integrates all the issues. We end by discussing 
empirical generalizations, which also suggest some promising areas for future research.

1.  Introduction
A nonlinear pricing schedule refers to any pricing structure where the total charges 
payable by customers are not proportional to the quantity of their consumed services. 
The most common form is quantity discount for the purchase of large volumes. Several 
other forms of such pricing schemes exist across different industries. The following exam-
ples show the ubiquitous nature of this pricing strategy.

1. Telecommunications Most long-distance providers charge customers based on a 
combination of fi xed fees (for access to the service) and per-minute price for each 
minute of a long-distance call. Wireless companies also charge customers in a similar 
manner for consumption of minutes but typically include some free minutes of con-
sumption, along with a service plan.

2. Consumer packaged goods Quantity discounts are common in the consumer pack-
aged goods industry. Typically, the per-unit price declines with package size. For 
instance, a recent search on Netgrocer.com showed that an 8 oz can of original B 
& M baked beans cost $1.39, which translates to $0.17/oz. A 16 oz can of the same 
baked beans cost $2.19, which is $0.14/oz. Some past research such as Nason and 
Della Bitta (1983) shows that consumers expect such quantity discounts.

3. Electricity and water supply Utility companies also offer quantity discounts. For 
instance, higher levels of consumption cost less for each kilowatt of consumption. 
In addition, energy rates for business users are different from those for residential 
users. Business users also incur varying rates based on peak versus off-peak electricity 
consumption.
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4. Business-to-business transactions Many businesses offer quantity discounts to their 
customers. For instance in the electricity industry, customers purchasing large quan-
tities of power have a high utilization as well. A quantity discount acknowledges the 
lower cost of idle capacity for such customers. Similar instances occur in the news-
paper advertising industry, where businesses that advertise with a high frequency get 
charged at a lower rate per advertisement. See Dolan (1987) for a detailed discussion 
of various aspects of quantity discounts.

5. Magazine subscriptions Most magazines offer a lower rate for a two- or three-year 
subscription compared to the one-year subscription rate.

These examples show that nonlinear pricing takes many different forms. The purpose of 
this chapter is to summarize the research on nonlinear pricing. In Section 2, we explain 
the different kinds of nonlinear pricing schemes and discuss why such pricing schemes 
are used. Section 3 discusses the relevant managerial decisions for implementing such 
schemes. This is followed by a discussion in Section 4 on the theoretical fi ndings on nonlin-
ear pricing. In Section 5, we focus on empirical studies. Section 6 concludes the chapter.

2.  Nonlinear pricing schemes – applications and motivation
Nonlinear pricing can be broadly classifi ed in two categories – increasing block and decreas-
ing block. In an increasing block pricing scheme, the marginal (per-unit) prices increase 
with quantity, whereas in a decreasing block scheme the marginal prices decrease with 
quantity. Figure 16.1 shows a few examples of increasing and decreasing block tariffs.

An increasing block tariff promotes conservation by penalizing excess consumption 
of units. A recent application of a multi-tier increasing block tariff for conservation is 
the electricity tariff in California. After the fi nancial crisis in 2001, the California Public 
Utilities Commission imposed a new fi ve-tier increasing block structure (see Reiss and 
White, 2005, p. 875 for more details). The new pricing scheme was implemented to 
encourage energy conservation. It was also expected to raise supplementary revenue for 
the state. Some evidence suggests that there was indeed a signifi cant reduction in electri-
city consumption in 2001 as compared to the year before (Goldman et al., 2002).

A typical example of a decreasing block tariff is a quantity discount. For instance, Table 
16.1 shows the rates that the New York Times charges in various categories (NYTimes 
Advertising Rates, 2008). Note that the rates decrease as the frequency of advertisement 
increases. This is essentially a mechanism for price discrimination – the advertisers who 
will commit to placing ads several times a year will get a cheaper rate than those custom-
ers who place only a one-time ad.

2.1  Reasons for nonlinear pricing
There are several reasons for fi rms to adopt a nonlinear pricing scheme. Here we discuss 
a few of the salient ones. See Wilson (1993) for a more detailed discussion.

1. Price discrimination Heterogeneity among customers is the primary reason to 
implement a nonlinear pricing scheme. This pricing structure can be thought of as 
a menu of quantities and corresponding charges. Each customer is expected to self-
select the quantity–charge combination that is most appealing to him. As there is 
demand heterogeneity among customers, customers buy their ideal total quantity 
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based on how the per-unit rates vary with each incremental unit. Table 16.2 shows 
the wireless service plans offered by Verizon in the Philadelphia region. Note that 
these plans are an example of a two-tier (or three-part) tariff scheme.

  Table 16.2 shows that there is signifi cant variation in the number of free minutes 
among plans and thus can appeal to a wide customer base. In addition, plans are 
designed to offer a quantity discount to heavy users.

Flat fee plan 

Quantity
discount

Three-tier
tariff 

Pay-per-use
plan

Two-tier
tariff 

F

A

p1

p2

Consumption 

C
os

t 
($

) 

Two-part
tariff 

Note: In the fi gure, the intercept on the vertical axis is the fi xed fee associated with a pricing scheme while 
the slopes are the per-unit (marginal) prices. For the two-tier tariff, F refers to the access fee, p1 and p2 are 
per-unit (marginal) prices and A is the kink point when the per-unit price changes from p1 to p2.

Figure 16.1 Examples of nonlinear pricing schemes

Table 16.1  Advertising rates in the New York Times for different categories

Frequency 
(times/year)

Line rates ($)

Computer Services Healthy Living Home/Garden Guide

13 37.00 38.00 37.25
26 36.50 35.25 36.75
52 34.75 34.75 36.25

Source: New York Times website. See http://www.nytadvertising.com/was/ATWWeb/ProcessorAction.do.
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2. Cost considerations Decreasing block pricing schemes such as quantity discounts 
offer incentives for customers to stockpile and transfer the inventory of units from 
the fi rm to the customer. If the inventory cost for a fi rm is high, then such discounts 
offer a way of reducing its costs. Wilson (1993, pp. 15–16) gives an example from the 
electric utilities industry. In that industry, customers purchasing large quantities of 
power have a high utilization as well. A quantity discount acknowledges the lower 
cost of idle capacity for such customers.

  The pricing scheme within the package delivery industry provides another illustra-
tion of where the pricing scheme refl ects cost considerations. Federal Express charges 
different rates depending on the weight of package and speed of delivery. Figure 16.2 
shows the shipping charges for delivering a package from San Francisco to New 
York. These shipping charges increase with the weight of the package and the speed 
of delivery.

3. Competitive pressures Competitive pressures lead fi rms to use innovative nonlin-
ear pricing schemes to entice customers. For instance, frequent fl ier miles began 
with each airline trying to acquire and retain business customers. Similarly, in the 
package delivery industry, many competitors of Federal Express such as UPS offer 
competitive nonlinear pricing schemes to draw customers. Figure 16.3 shows the 
package delivery charges from UPS for the same route (i.e. from San Francisco to 
New York).

A comparison of the UPS and Federal Express rates shows that they are similar, 
although the latter’s prices are marginally lower. It is interesting to note that Federal 
Express also offers more alternatives – this can help customers to discriminate between 
companies even more. This suggests that the optimal design of a portfolio of nonlinear 
pricing plans involves the choice of number of plans as well as the pricing scheme for 
each plan.

3.  Managerial decisions
The following example from long-distance telecommunications will provide a concrete 
context for the relevant decisions that a manager needs to make to set up a nonlinear 
pricing scheme.

Long-distance service providers typically price calling plans using a combination of 

Table 16.2  Verizon wireless plans within Philadelphia, PA

Plans Monthly access fee ($) Overage rate ($/min) Free minutes per month

1  39.99 0.45  450
2  59.99 0.40  900
3  79.99 0.35 1350
4  99.99 0.25 2000
5 149.99 0.25 4000
6 199.99 0.20 6000

Source: Verizon wireless website. See www.verizonwireless.com.
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fi xed fees (for access to the service) and per-minute price for each minute of a long-
 distance call. For instance, within New York State, Verizon offers several different call-
ings plans. Table 6.3 illustrates these long-distance calling plans.

The table shows that there is some variation among the offered plans. For instance, 
the Timeless Plan has a fi xed fee of $2.00 per month and a 10 c/minute rate for any con-
sumption of long-distance minutes. This type of plan is termed a ‘two-part tariff’, with 
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the access fee and the per-minute price forming the two parts. Both Verizon Five Cents 
and E-Values have a similar structure but charge different prices for in-state and state-
to-state calls. The remaining two plans (TalkTime 30 and Verizon Freedom Value) have 
a slightly different structure.

The Verizon Freedom Value Plan has an access fee ($34.99–$39.99) and any usage of long-
distance minutes is free. Such type of plan is termed a ‘fl at fee’ plan. Finally, the TalkTime 
30 has three distinct components – an access fee ($5.00), per-minute rate (10 c/minute) and 
free minutes (30 minutes). Such a tariff is termed a ‘three-part tariff’. Another popular term 
for this pricing scheme is a ‘two-tier increasing block’ tariff. Here, the term two-tier refers 
to the fact that there are two consumption regions based on different per-minute prices – 
region 1, when the consumption is less than 30 minutes, has a zero per-minute price and 
region 2, when the consumption is greater than 30 minutes, has a per-minute price of 10 
c/minute. The term ‘increasing block’ signifi es that the per-minute price in region 2 (10 c/
minute) is greater than the per-minute price in region 1 (0 c/minute). Readers can immedi-
ately see that a two-tier increasing block tariff can be extended to a pricing scheme that has 
multiple tiers, which can be either increasing or decreasing block.

This example shows that nonlinear pricing schemes appear in many different forms – at 
one extreme, there is the special case of a fl at fee plan and, on the other, there are multi-
tier tariffs. Such a wide spectrum of plans can enable Verizon to appeal to different types 
of customers. When the pricing scheme involves a fl at fee or in case of a two-part tariff, 
a relatively higher monthly access fee combined with a lower per-minute charge, heavy 
users are more likely to sign up for that plan. In contrast, light users will prefer the pricing 
scheme that has a relatively lower monthly access fee but a higher per-minute charge. This 
example also highlights the key managerial questions that have to be answered prior to 
designing a nonlinear pricing scheme. We show these decisions in Figure 16.4. There are 
three broad sets of decisions:

Table 16.3  Verizon long-distance plans for New York State

Plan Type of 
pricing plan

Monthly 
fee ($)

Detail of per-minute pricing

Timeless Plan Two-part tariff 2.00 State-to-state and in-state calls: 
10c/minute

E-Values Two-part tariff 2.50 State-to-state and in-state calls: 
10c/minute weekdays
7c/minute weekends

TalkTime 30 Three-part 
tariff

5.00 First 30 minutes free. Unused 
minutes do not carry over.
State-to-state and in-state calls: 
10c/minute after 30 minutes.

Verizon Five Cents Package 
 Plan

Two-part tariff 6.00 State-to-state calls: 5c/minute
In-state calls: 7c /minute

Verizon Freedom Value Flat fee plan 34.99–39.99 Free

Source: Verizon website. See http://www22.verizon.com/Residential/Phone/Long1Distance/
Long1Distance.htm.
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1. Type of pricing schemes A typical portfolio of plans can have a fl at fee, two-part tariff 
and even a few multi-tier tariffs. Much analytical work has investigated the optimal-
ity of two-part tariffs (Schmalensee, 1981; Stole, 1995; Armstrong and Vickers, 2001; 
Rochet and Stole, 2002). Are such two-part tariffs optimal in every circumstance or 
does the presence of competition and customer heterogeneity affect the optimality of 
a pricing scheme? Similar questions can be asked about multi-part tariffs.

2. Number of plans One of the primary motivations of nonlinear pricing is consumer 
heterogeneity, and thus offering too few plans limits its appeal to a wide range of 
customers. At the same time, past research suggests that increasing the number of 
plans might not be the answer either (Iyengar and Lepper, 2000; Iyengar et al., 2004). 
This line of work suggests that consumers are less motivated to make a decision if 
there are too many alternatives. The optimal number of plans, which would differ 
from one context to another, will then emerge from modeling the tradeoff between a 
fi rm’s desire to offer many alternatives to appeal to the heterogeneous customer base 
and consumers’ motivation to process all the information. In addition, as Figure 16.4 
shows, the two decisions, i.e. the number of plans and type of pricing scheme for each 
plan, are interlinked.

3. Optimal pricing of plans Given a set of plans, a fi rm has to choose the access fees and 
marginal prices for each of these plans. These decisions have to consider the impact 

What type of pricing scheme? 
• Flat fee pricing
• Two-part pricing
• Multi-tier pricing 

How many plans should be offered? 

Too few: limited appeal to consumers

Too many: complexity of choice is increased 

Optimal pricing of plans 

Flat fee: access fee
Two-part tariff: access fee and marginal price
Multi-tier tariff: access fee and a set of
marginal prices

Figure 16.4  Managerial questions for implementing a nonlinear pricing scheme
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of pricing structure on consumers’ choice, consumption and retention. The presence 
of competition (see the earlier example of Fed Ex© and UPS©) can further complicate 
the situation.

Next, we discuss an example that shows how a fi rm designed a nonlinear pricing 
scheme.

3.1  Illustrative Example  Deutsche Bahn AG
We discuss how Deutsche Bahn AG, the German railroad corporation, implemented a 
two-part tariff pricing scheme and also highlight the type of data collection and analysis 
required for designing such a scheme. This example is adapted from Dolan and Simon 
(1996, p. 164), where it is discussed in much greater detail.

Duetsche Bahn AG faced stiff competition from the automobile industry. It charged 
DM 0.36 per kilometer for fi rst-class rail travel and DM 0.24 per kilometer for second-
class travel. Compared to these prices, the typical gasoline price in Germany was about 
DM 0.15 per kilometer. Thus it was cheaper for everyone to drive and indeed most 
people did perceive the prices for rail travel to be too high. In addition, the company 
also did not price-discriminate in any other way among its customers. For instance, an 
obvious price segmentation strategy is based on frequency of travel, with heavy and light 
users being charged at a different rate. It is the possibility of implementing such usage-
based price discrimination that led to the concept of BahnCard – a card that would have 
an annual fee and, once purchased, would lead to discounted trips. Such a pricing scheme 
is a two-part tariff as there is a fi xed fee for access to the card and then a per-kilometer 
charge for any travel. Further, the two-part tariff scheme of the card would be designed 
such that it can be a viable alternative to attract people away from just driving to their 
destination. Intuitively, it would be the heavy users who will be drawn towards such a 
card.

On route to designing the pricing plan, the management of the railroad corporation 
struggled with several key questions:

(a) What percentage discount over the regular per-kilometer rate should be granted to 
BahnCard buyers?

(b) What should be the price of the BahnCard?
(c) How should the price be varied by class and special groups such as elderly and 

students?

The answers to these questions were critical to optimally designing the pricing plan and 
required extensive data collection from customers and potential customers of the railroad 
system. This data collection, in the form of responses to a conjoint design, measured the 
willingness to pay for varying levels of discounts. In addition, a model was developed to 
simulate the effects of the different pricing structures on customer segments and thereafter 
to estimate optimal pricing. This model took into account various tradeoffs, such as that 
a low price for the card may sell a high volume but the overall revenue may be negative as 
otherwise the full-paying heavy usage segment will pay a lower price. On the other hand, 
a high price for access to the card will deter many potential customers and even current 
customers might not increase their usage.
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The analysis resulted in the set of optimal prices for both the fi xed fee (access to the 
card) and the marginal price (percentage discount per kilometer) of the two-part tariff. 
The discount was set at 50 percent, i.e. the per-kilometer rate for fi rst-class travel was 
DM 0.18 and for second-class travel, at DM 0.12. The fi xed fee for the BahnCard for 
fi rst- (second-) class travel was determined to be DM 440 (220). Finally, for elderly and 
the students, the card was offered at half the regular price.

We can analyze the attractiveness of this pricing scheme from the viewpoint of a 
second-class traveler. If the customer purchases a BahnCard, then he pays an initial fee 
of DM 220 and receives a rate of DM 0.12 per kilometer. Thus, for the fi rst 100 kilom-
eters, the customer pays a total of DM 232 (5 DM 220 1 0.12*100). This translates to a 
rate of DM 2.32 per kilometer. If the customer did not purchase a BahnCard, he would 
be charged at the uniform rate of DM 0.24 per kilometer. At this rate, for the fi rst 100 
kilometers, he would pay only DM 24. The break-even point between paying the uniform 
rate and buying the BahnCard, and getting the discount rate occurs at around 1833 kil-
ometers. If the customer is going to travel more than 1833 km annually, then it would be 
cheaper for him to purchase the BahnCard. Next, we compare the cost for a BahnCard 
customer with his cost for driving to his destination. As mentioned before, the typical 
gasoline charge was about DM 0.15 per kilometer. In this case, if the customer does not 
buy the BahnCard, then it would never be economical to travel by train. However, after 
purchasing the BahnCard, he receives a discounted per-kilometer rate that is lower than 
the per-kilometer rate for driving. The break-even point between driving and train travel 
occurs around 7333 km. If the customer is going to travel more than 7333 km annually, 
then it will cheaper for him to purchase the BahnCard.

Since its introduction in 1993, BahnCard has been a spectacular success. In 2004, there 
were about 3.2 million BahnCards sold, giving Deutsche Bahn AG an overall revenue of 
$450 million.

4.  Theoretical research
Analytical work has focused on the issue of optimality of certain nonlinear pricing 
schemes under different market conditions such as monopoly and oligopoly. We begin 
with some broad fi ndings applicable in monopoly settings.

4.1  Monopoly
In a classic paper, Oi (1971) addressed the following question: as an owner of Disneyland, 
should you charge a high entry (fi xed) fee and give the individual rides for free or should 
you let people come in for free but charge a high price per ride (marginal price)? These 
two alternatives represent two extremes: either charge a fl at fee for entry or a per-ride 
rate. Oi considered the different roles played by the entry fee and price per ride. He noted 
that if the monopolist desired to have all consumers in the marketplace be interested in 
its product, then the entry fee has to be equal to the smallest of consumer surpluses. Next, 
as the marginal price and entry fee together determine the demand and the overall profi t, 
there is an implicit relationship between the two prices. He showed that a two-part tariff 
(as opposed to a fl at fee or a per-ride rate) will allow a monopolist to be both efficient in 
allocation and profi t maximizing. The allocation efficiency comes from setting the usage 
price close to the marginal cost and the profi t maximization occurs by using the access 
(or fi xed) fee to extract all or most consumer surplus. In addition, the resulting pricing 
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scheme can be such that a few consumers might be left out of the market (i.e. the entry 
fee is higher than the minimum of consumer surplus). This reduction in market coverage 
is compensated by a lower per-ride fee and the subsequent increase in demand for rides 
from the rest of the market.

In later work, Schmalensee (1981) and Varian (1985) have extended this analysis for 
situations where the monopolist can price-discriminate and investigated how it changes 
the welfare implications. Welfare change is the sum of monopoly profi ts and consumer 
surplus changes. They found that there is an increase in welfare from a simple monopoly 
to a price-discriminating monopoly only if the total quantity produced increases. In 
another extension, Rochet and Stole (2002) showed that even with random participation 
constraints, the optimal nonlinear pricing scheme takes the form of a two-part tariff.

Recent work has investigated the conditions that can alter the optimal combination 
of the fi xed fee and marginal price in a two-part tariff. Essegaier et al. (2002) consider 
the dual roles of capacity constraints and usage heterogeneity in the customer base for 
optimal pricing of access services (e.g. services such as AOL, sports clubs, resorts and 
cable TV services). They make the following modeling assumptions: there are two con-
sumer segments in the market – heavy users, who account for a fraction a of the market 
and use dh units of capacity, and the rest (12 a) are light users who use dl (dl ,  dh )  units 
of capacity. These usage rates are assumed to be independent of price. Thus the maximum 
usage rate (assuming the number of customers in the market is normalized to 1) is given 
by d 5 adh 1   (1 2 a )dl. This is the maximum capacity that is required to service the 
entire market. For any given fee (f) and usage price (p), light users pay Pl 5 f 1   pdl and 
heavy users pay Ph 5 f 1   pdh. In addition, they model customer heterogeneity in prefer-
ence by using the Hotelling line – a consumer who is located at x (0 # x # 1) has a linear 
transportation cost of tx to access the monopolist’s service, where t is the unit transpor-
tation cost. In addition, V is the reservation price for the service (which is assumed to be 
the same for the two segments).

With these assumptions, they show that in the case of no capacity constraints, a 
monopolist will charge a fl at fee such that it can cover the entire market. This fl at fee price 
is f 5 V 2 t. The more interesting case arises when there are capacity constraints. The 
following constrained maximization problem captures the managerial decision:

 Max
(f,p)

 (1 2 a )xl (   
f 1 pdl ) 1   axh (

  
f 1 pdh ) ,

 subject to 0 # xl # 1 , 0 # xh # 1, (16.1)

 and (1 2 a )xldl 1   axhdh #  K.

Here, K is the capacity of the provider which satisfi es, 0 # K # d and xl is (V 2 f 2     

2 pdl ) /t, which is the location of marginal light users who are just indifferent between 
buying and not buying. Similarly, xh is (V 2 f 2 pdh ) /t, which is the location of heavy 
users who are just indifferent between buying and not buying. The above maximization 
problem can be used to calculate what the optimal f and p should be as the capacity K 
changes. Essegaier et al. perform such an analysis and fi nd that the two pricing compo-
nents (  f, p) should be negatively correlated. The fl at fee is an effective way of extracting 
surplus from light users whereas the heavy users are more sensitive to the usage rate. 
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Thus, when customers have different usage rates, the pricing policy determines the cus-
tomer mix that will be present and how much of the constrained capacity will be used. See 
Oren et al. (1985) and Scotchmer (1985) for other research that relates nonlinear pricing 
with capacity constraints.

An important question is whether fi rms should have a fi xed fee and other nonlinear 
pricing plans together in their portfolio of offered plans. Sundararajan (2004) offers some 
guidelines in this regard. He analyzed a scenario where a fi rm associated with information 
goods offered both a fi xed fee and a usage-based pricing plan under incomplete infor-
mation. He found that if there are transaction costs associated with administering the 
usage-based pricing scheme, then offering a fi xed fee pricing scheme (in addition to the 
usage-based scheme) is always profi t improving. In fact, there may be situations (such as 
an information market in its early stages with a high concentration of low-usage custom-
ers) wherein a pure fi xed fee pricing is optimal. What about the optimality of other types 
of nonlinear pricing schedules within a monopolistic setting? In a recent work, Masuda 
and Whang (2006) show that a portfolio comprising special forms of three-part tariff 
plans wherein, upon payment of a fi xed fee, consumers receive certain units of the service 
for free and then are charged on a per-unit rate delivers as good a performance as any 
other nonlinear pricing schedule. Such special forms of three-part tariff are commonly 
used in the wireless telecommunications industry.

The examples described so far have considered a fi rm selling only a single product. 
What happens if the fi rm sells multiple products? Is a two-part tariff still optimal under 
some conditions? Armstrong (1999) attacked such a problem with a model that assumed 
consumers had multiple latent preference parameters, which might or might not be cor-
related across the products. He fi nds that if the preference parameters are independently 
distributed across products, the almost optimal tariff is a two-part tariff. If, however, 
there is a correlation in the preferences across products, the almost optimal tariff can 
be implemented as a menu of two-part tariffs. Thus a correlation of consumers’ prefer-
ences induces a change in the overall optimal pricing scheme. See other work such as 
Mirman and Sibley (1980) and Wilson (1991) for other examples of optimal multiproduct 
pricing.

In this section, we have described only a small fraction of the enormous amount of 
research that has been done in monopoly settings. See Wilson (1993) for a more detailed 
discussion of such work.

4.2  Oligopoly
For oligopoly settings, researchers have tried to ascertain whether an increase in compe-
tition changes the structure of offered nonlinear pricing schemes. The typical modeling 
framework in such settings has both vertical and horizontal differentiation – the hori-
zontal component captures the preferences of consumers across competitors while the 
vertical component captures differences in quality (Stole, 1995; Villas-Boas and Schmidt-
Bohr, 1999; Armstrong and Vickers, 2001; Ellison, 2005). Stole (1995) showed that as 
competition increases, the quality distortion (i.e. the classic result that a monopolist will 
distort the quality level of its offered products to extract higher profi ts) decreases. Other 
work (Rochet and Stole, 2002; Armstrong and Vickers, 2001) have also found a similar 
result. In addition, both Rochet and Stole and Armstrong and Vickers show that, with 
some simplifying conditions such as full market coverage, the nearly optimal pricing 
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scheme is again a two-part tariff scheme. One salient aspect of research in oligopoly set-
tings is the rapid increase in mathematical complexity, which constrains researchers from 
obtaining simple closed-form solutions.

While the two-part tariff scheme can be nearly optimal under many conditions, several 
fi rms use more complex pricing schemes. Are such schemes optimal under any circum-
stance? The recent work of Jensen (2006) provides some direction, albeit in a much 
simpler duopoly setting. Jensen shows that implementation of simple two-part tariffs 
may not be a feasible strategy as the optimal nonlinear tariff exhibits a convexity for 
lower quantities. She shows that an optimal outcome can be implemented if fi rms use a 
tariff with inclusive consumption, i.e. a two-tier tariff where consumption on the fi rst tier 
is free. This is exactly the type of pricing scheme used in wireless services. Such a fi nding 
clearly points to some future research that can investigate the implementation of other, 
more complex, pricing schemes.

5.  Empirical research
While theoretical work has addressed the optimality of nonlinear pricing schemes under 
different conditions, the other two issues – the number of plans and the determination 
of optimal access fee and marginal prices – are empirically driven (see Section 3). Some 
researchers have begun to address these latter two questions and we describe such work in 
this section. To a large extent, however, empirical researchers have been concerned with 
several critical intermediate steps in modeling demand under nonlinear pricing schemes. 
Table 16.4 shows a summary of various studies in chronological order. In the table, we 
also indicate the key issue that a study considered and its main fi ndings. Here we discuss 
a few of these studies in more detail within the broader framework of key issues.

5.1  Simultaneity of price and consumption
Services typically charge based on some form of a multi-part tariff. Such multi-part 
pricing induces a two-way dependence of price and consumption – the price infl uences 
consumption while the level of consumption depends on the prices charged by a provider. 
This two-way dependence occurs in many contexts. Examples are utilities such as elec-
tricity and water supply (Taylor, 1975; Nordin, 1976; Hausman et al., 1979; Billings and 
Agthe, 1980; Hewitt and Hanemann, 1995; Reiss and White, 2005), landline telephone 
services (Park et al., 1983; Train et al., 1987; Kling and Van der Ploeg, 1990; Kridel et 
al., 1993; Miravete, 2002; Danaher, 2002; Narayanan et al., 2007) and cellular phone 
(Miravete and Roller, 2004; Miravete, 2007; Iyengar et al., 2007a).

Research on addressing this simultaneity has its roots in labor economics (Hall, 1973; 
Rosen, 1976; Burtless and Hausman, 1978; Wales and Woodland, 1979; Hausman, 
1985; Blomquist, 1996; Moffitt, 1990; Van Soest, 1995; Van Soest et al., 2002). Labor 
economists are concerned with the prediction of changes in the labor supply when a new 
tax structure is imposed on people. The early work on labor supply (Hall, 1973) used an 
ordinary least squares (OLS) approach with hours of work as a dependent variable and 
the applicable federal income tax rate as an explanatory variable. While OLS is attractive 
because of its simplicity, it is clearly not a viable option for this application because of 
the endogeneity of tax rate. When such endogeneity is present, researchers have typically 
used an instrumental variables (IV) approach (Hausman and Wise, 1976; Hausman et al., 
1979). The biggest issue with the IV approach is that in practice it is often difficult to fi nd 
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proper instruments and justify their use. Given the defi ciency of the IV approach, other 
methods based on the selectivity bias literature (Heckman, 1979) have been developed 
(Heckman and MaCurdy, 1981; Reiss and White, 2005).

In a seminal paper, Burtless and Hausman (1978) suggested a technique, which 
combined theory with econometrics, to address this problem. In a pricing context, an 
application of this technique involves maximizing a specifi ed utility function subject to 
the constraints imposed by the pricing scheme. With suitable assumptions on the utility 
function (quasi-concavity) and under increasing block pricing schemes, such maximiza-
tion can yield a unique optimal solution. The actual consumption is then modeled as 
a deviation from this optimal solution. Thus it is not the observed consumption that 
results from an optimization but rather depends on the optimal consumption, which in 
turn is infl uenced by the pricing scheme. Burtless and Hausman termed the deviation 
between the optimal consumption and actual consumption as the ‘optimization error’. A 
detailed explanation of all past research can be found elsewhere (Hausman, 1985; Moffitt, 
1990).

Note that uniqueness of the optimal solution requires the presence of an increasing 
block pricing scheme. This is because these schemes translate to convex constraints and 
the maximization of a quasi-concave utility function subject to such constraints has a 
unique optimum (Hausman, 1985). This uniqueness is not ensured if the pricing scheme 
is decreasing block (e.g. a quantity discount). In such a case, multiple optima might 
exist. Thus the utility function will have to be directly evaluated to calculate the overall 
optimum. See Allenby et al. (2004) for such analysis where they evaluate the effect of 
quantity discounts on overall demand.

5.2  Endogenous choice and consumption decisions
In many service settings, consumers typically choose from a portfolio of nonlinear pricing 
tariffs. Thus they not only consume under a nonlinear pricing tariff but also choose 
that tariff (Dubin and McFadden, 1984; Train et al., 1987; Narayanan et al., 2007). 
For example, in a wireless service context, consumers choose a calling plan and then 
decide how many minutes to consume under that chosen plan. Such a process suggests 
two salient points. One, there is a temporal difference between the two decisions. Two, 
the choice and consumption decisions are endogenous (Hanemann, 1984; Chiang, 1991; 
Chintagunta, 1993).

Early research had modeled these two decisions as simultaneous. For instance, 
Train et al. (1987) used a nested logit model to captures households’ choices among 
local telephone options and the relationship between the choice and the number and 
average duration of local calls. Here, they assume that choice and usage are simultane-
ous decisions. Similarly, Dubin and McFadden (1984) model the demand of consumer 
durables and the use of electricity. Here too, they assume that the two decisions are 
contemporaneous.

More recent research has focused on how to capture the intertemporal nature of the 
choice and consumption decisions. For instance, Miravete (2002) investigates how con-
sumers choose between a fl at fee and a measured tariff for local telephone service and then 
consume under the chosen tariff. He models the time lag and any uncertainty in consum-
ers that arises by distinguishing between ex ante and ex post consumer types. A consumer 
knows only her ex ante type when she makes a choice among the different plans. After 
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making the choice, she receives a shock, which alters her ex ante type to the ex post type. 
It is the ex post type that in turn infl uences the subsequent usage decision. This difference 
between the ex ante type and the ex post type captures any change in the information set 
of consumers due to the sequential nature of the decisions. Specifi cally, Miravete assumes 
the following relationship between the ex ante and the ex post type:

 u  5 u   1u   2, (16.2)

where u is the consumer’s ex post type, u1 is the ex ante type (known to the consumer at 
the tariff choice stage) and u2 is the shock. Thus the distribution of the ex post type is 
composed of the distribution of the ex ante type and the shock.

For model tractability, he makes the following distributional assumptions:

 u    1~Betaa1, 
1
l1
b. (16.3)

and

 u   2 ~ Betaa1 1
1
l1

, 
1
l

2
1
l1
b. (16.3)

With these assumptions, the consumer’s ex post type has a Beta distribution as well:

 u ~ Betaa1, 
1
l
b. (16.4)

With these distributional assumptions, these consumer types are similar to probabilities. 
The demand function for the telephone service is dependent on the ex post type and is 
specifi ed as follows:

 x(p, u  ) 5 u0 1 u      2 p, (16.6)

where the parameter u   0 is a parameter large enough to ensure that the demand is always 
positive and p is the per-minute price. This demand function, together with the distribu-
tional assumptions on the ex post type, then help Miravete test several hypotheses about 
how uncertainty plays a role in the sequential decision-making nature of the problem.

A different means for capturing this sequential nature of consumer decisions comes 
from extending the Burtless and Hausman model to incorporate the choice decision. 
The intuition is that consumers ascertain the optimal consumption under each available 
option, evaluate the utility of the different options with that option-specifi c optimal con-
sumption and then choose the alternative that provides the highest utility. Subsequent 
to plan choice, consumers’ actual consumption deviates from their optimal consumption 
due to optimization error. Thus the earlier decision of plan choice is infl uenced by optimal 
consumption and not the actual consumption. See Section 5.4 for an illustration of this 
modeling framework.

5.3  Usage uncertainty and learning
The sequential nature of decisions indicates that the information set of consumers could 
differ from when they are making a choice among different alternatives to when they 
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are consuming under a chosen plan. Further, if they have the opportunity to engage in 
repeated choice and usage decisions, their information set might alter over time as they 
‘learn’ and resolve the uncertainty about their own usage patterns.

Lambrecht et al. (2007) use a simple example to show how such usage uncertainty can 
affect consumer choice. They consider symmetric distributions of usage under a two-
part tariff and a three-part tariff. Figure 16.5 shows these deviations. The fi gure shows 
that usage deviations under a two-part tariff leave the expected bill unaffected, i.e. the 
expected bill is the same with low or high levels of uncertainty in usage. This is not so 
under a three-part tariff – under such pricing schemes, the higher the uncertainty in usage 
given the same level of mean usage, the higher is the overall bill. This clearly suggests that, 
under a three-part tariff and more complex multi-part tariffs, consumers’ usage expecta-
tion can infl uence their choice of service plan.

Several researchers have found evidence to support this hypothesis (Nunes, 2000; 
Lemon et al., 2002; Lambrecht and Skiera, 2006). For instance, Nunes (2000) explores 
the cognitive process of how people anticipate service usage and how they integrate their 
expectations of usage to choose between a fl at fee plan and a measured (pay-per-use) 
plan. He proposes that consumers calculate a break-even number and then see whether 
the break-even implies a choice of fl at fee plan or a measured plan. Similarly, Lemon et 
al. (2002) show that consumer expectations of future usage infl uence their decision to stay 
with or leave a service provider.

Other researchers have quantitatively investigated consumers’ usage uncertainty and 
learning using sophisticated models that incorporate Bayesian updating. For instance, 
Goettler and Clay (2007) capture consumer uncertainty and learning about the quality 
of an online retailer. Similarly, Narayanan et al. (2007) analyze data from an experi-
ment conducted by South Central Bell. In this experiment, people had a choice between 
a fl at rate pricing scheme and a two-part tariff. They fi nd that consumer learning is very 
rapid when consumers are on the two-part tariff scheme but is very low while on the fl at 
fee plan. Specifi cally, they make the following modeling assumption for the conditional 
indirect utility function for consumer i, plan j and time t:
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Figure 16.5  Symmetric deviations of usage under a two-part tariff and three-part tariff 
scheme
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 V 
j
it 5 (yi 2 f 

j ) 1   

u    it

b
exp(     2 bp 

j
t ) . (16.7)

Here, yi is the income, u    it is the consumer-specifi c and time-specifi c type (similar in spirit 
to the consumer type proposed by Miravete (2002)), f 

j and p 
j
t are the access fees and per-

unit usage price and the parameter 2 b is the price coefficient.
In addition, Narayanan et al. decompose the type parameter (uit) in the following 

manner:

 ln (u    it ) 5 ai 1  gZit 1 hit 1  nit (16.8)

Here, the fi rst component ai is consumer specifi c but time invariant, the term (gZit 1 hit )  
captures the component observed by the consumer at the time of plan choice and fi nally, 
the shock nit is unobservable to the consumer during plan choice but is known at the time 
of usage decision. This framework captures the sequential nature of choice and consump-
tion decisions. To capture learning, Narayanan et al. assume that consumers have beliefs 
over the parameter ai, and these beliefs get updated as they observe their choices and the 
consumption signal.

Note that the above model is developed for a choice between a fl at fee and a two-part 
tariff scheme. It is not straightforward to extend it to a setting where the pricing scheme 
has multiple tiers. Recently, Iyengar et al. (2007) developed a model that captured con-
sumer learning and uncertainty within the context of more general pricing schemes. They 
found that consumer learning can lead to a win–win situation for both consumers and 
the fi rm – consumers leave fewer minutes on the table while the fi rm sees an increase in 
overall customer lifetime value (CLV). In particular, they estimated that there is about 
a 35 percent increase in CLV (about $75) in the presence of consumer learning. The key 
driver of this difference is the change in the retention rate with and without consumer 
learning.

Such quantitative models shed light on how different aspects of the pricing scheme and 
past choice and consumption decisions can affect consumers’ information set and thereby 
infl uence their future decisions. While such work provides a direction, there are still many 
unresolved issues. For instance, within service settings, all models of consumer learning 
assume that each month’s usage gives a signal to the consumer to better understand their 
own consumption pattern. However, there is research in a scanner data context that 
suggests that consumers have thresholds of insensitivity (Han et al., 2001). It is certainly 
plausible to assume that this might be the case within service contexts as well, i.e. perhaps 
only usage signals that are either above or below some threshold (which could be a func-
tion of how many free minutes are associated with the plan) have the potential to affect 
consumer learning. Such questions have much managerial signifi cance given that con-
sumer uncertainty and learning can affect their decision to defect from a service provider 
and thereby impact their overall lifetime value.

Thus far, we have given examples of how different researchers have addressed each of 
the issues associated with modeling consumer decisions under nonlinear pricing schemes. 
Next, we illustrate an integrated modeling framework that captures all three issues. See 
Iyengar et al. (2007) for more details. For this example, we use the context of wireless 
services.
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5.4  Integrated modeling framework – example from wireless services
Consider a wireless service that has a two-tier increasing block pricing structure char-
acterized by a fi xed fee and two marginal prices. This scheme was graphically shown in 
Figure 16.1. Suppose F represents the access price for the service and the applicable mar-
ginal price is p1 for consuming an additional unit before the kink is less than the marginal 
price, p2, for consuming after the kink.

When consumers choose a wireless service, they do not make this decision in isolation 
from their other consumption decisions. At any point in time, they have several consump-
tion opportunities and they allocate their income among these opportunities. This tradeoff 
across goods can be appropriately represented using a budget set representation. Such a 
budget set corresponding to an increasing two-tier pricing scheme is shown in Figure 16.6. 
The vertical axis in the fi gure corresponds to the consumption of the outside good (z) and 
the horizontal axis corresponds to the consumption of units of the service (x).

Figure 16.6 shows that the two-tier increasing block pricing structure of the service 
results in a piecewise linear budget set with a kink point (A). A consumer who subscribes 
to the service faces a convex budget set, and her income (I) is lowered by the sum of the 
access fee (F) and the variable charges for any consumed service. If, however, she does not 
subscribe to the service, then the entire income is used for consuming the outside good. If 
the marginal price of the outside good is normalized to 1 (numeraire), then the following 
equations represent the piecewise budget set.

 p1x 1 z # I 2 F    if  x . 0  and  x # A (16.9)

 p2 (x 2 A) 1 z # I 2 F 2 p1A    if  x . A (16.10)

In the wireless communications industry, a restricted form of such a two-tier increasing 
block pricing scheme, where p1 is 0, is widely used. Therefore the consumption of an addi-

A Minutes (x)
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Note: F refers to the access fee, A is the kink point (free minutes) and C is the total income used for 
consuming the outside good if the consumer does not subscribe to the plan.

Figure 16.6  A budget set representation of a two-tier increasing block pricing 
scheme
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tional minute before the kink point is costless. Next, we specify the utility that a consumer 
receives when he/she uses the wireless service.

Utility function Let Uijt be the direct utility function for a consumer I for consuming xijt 
minutes under a plan j and a quantity zijt of the numeraire commodity during period t. 
We specify Uijt as

 Uijt (xijt, zijt ) 5 aij 1 ái1xijt 1 ái2zijt 1 ái3x
2
ijt 1 åijt. (16.11)

The terms âij, ái1, ái2 and ái3 are individual-level parameters1 and the random choice errors 
are contained in åijt. We assume that this choice error is double exponential.

The optimal consumption, x*, which maximizes the direct utility in Equation (16.11) 
subject to the non-linear pricing constraints imposed by plan j, can be written as follows:

 Max
x

 Uijt (x, z(x) )

 subject to Constraint I: p1jx 1 z 5 Ii 2 Fj,    if  0 , x # Aj,

 Constraint II: p2j (x 2 Aj ) 1 z 5 Ii 2 Fj 2 p1jAj,    if  Aj , x , B. (16.12)

To ensure a unique solution to the above maximization problem, the utility function 
should be quasi-concave. This requires the Slutsky constraints – ái2 > 0 and ái3 < 0 on 
the parameters of the utility function. For a quasi-concave utility function and a convex 
budget set, the unique optimal solution x* can be at an interior point (between 0 and Aj or 
between Aj and B) or one of the end points – 0, Aj and B. The two candidates for an interior 
optimal solution can be found by maximizing the utility function subject to the two linear 
constraints. The fi rst-order conditions yield the following two interior candidate optima:

 xcandopt,I 5
ái2 p1j 2 ái1

2ái3
,

 xcandopt,II 5
ái2 p2j 2 ái1

2ái3
, (16.13)

In the above equations, xcandopt,I (xcandopt,II) refers to the candidate optimal consumption 
when the utility function is maximized with Constraint I (Constraint II).

Given the uniqueness of the solution, at most one of the two candidates will be attainable, 
i.e. will lie in the consumption interval where its applied constraint holds. As Constraint 
I holds for any positive consumption less than Aj minutes, even though xcandopt,I can lie 
anywhere on the real line, it is attainable only if it lies between 0 and Aj minutes. Similarly, 
xcandopt,II is attainable only if it lies between Aj minutes and B. It is, however, possible that 
none of two candidates for an interior solution is attainable. Then, one of end points (0, Aj 
or B) might be chosen. These cases are mutually exclusive and, together with any possible 

1 The term âij represents an individual and plan-specifi c intercept. The parameter ái1 represents 
the main effect of consumption of minutes and ái2 represents the effect of consuming a unit of the 
numeraire. The term ái3 captures the effect of differential marginal impact of consuming an addi-
tional minute.
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interior solution, form an exhaustive solution set, i.e. x* [ {0, Aj, B, xcandopt,I, xcandopt,II}. 
We denote this optimal quantity for consumer i, plan j and time t by x*ijt.

Let the actual demand under plan j for consumer i at time t be xact
ijt , then the optimal 

demand is related to the actual demand in the following manner:

 xact
ijt 5 x*ijt 1  hijt. (16.14)

Here, the demand error, hijt, is assumed to be normally distributed with a mean 0 and 
variance d2. Thus the actual demand is a function of the optimal demand, which in turn 
is dependent on the budget constraints imposed by the pricing scheme. Equation (16.14) 
can then be used to determine the likelihood of consuming a certain number of minutes 
under a given plan.

Note that we developed this model for a scenario where consumers were facing an 
increasing block pricing scheme. As discussed earlier, such a scheme results in a convex 
budget set, and together with a quasi-concave utility function, we obtain a unique optimal 
quantity. This uniqueness is not ensured if the pricing scheme is decreasing block (e.g. 
a quantity discount). In such a case, multiple optima might exist and the algorithm for 
fi nding the optima (see equation 16.12 and the following discussion) will not be appli-
cable. Thus the utility function will have to be directly evaluated to calculate the overall 
optimum. See Allenby et al. (2004) for such analysis where they evaluate the effect of 
quantity discounts on overall demand.

In addition, the above example shows that the Burtless and Hausman model primarily 
investigated demand under a nonlinear budget set. In several service contexts, however, 
such a model captures only one part of consumers’ decisions. For example, in the wire-
less service context, consumers choose a calling plan among several alternatives and then 
consume under the chosen plan. Next, we describe how the above model can be extended 
to include the choice decision.

5.4.1 Inclusion of choice decision To incorporate the choice decision within the above 
framework, we calculate the optimal consumption associated with every plan. Thus, for 
every service plan k (k 5 1. . .J), let the optimal consumption be x*ikt. Next, we determine 
the utility corresponding to this optimal consumption. This is the maximum utility that 
consumer i will receive if he or she chooses alternative k. Let the systematic component 
be denoted by Vikt. Thus

 U 
max
ikt (x*ikt ) 5 Vikt 1 åikt. (16.15)

Recall that we assumed that the choice error is double exponential distributed. This 
assumption gives the familiar logit expression for the probability of choice:

 Pijt 5
eVijt

a
k

eVikt 

 (16.16)

Equations (16.14) and (16.16) together give the likelihood of choosing plan j and con-
suming xact

ijt  minutes. In this model, the choice and consumption decisions are related 
via the optimal quantity, which in turn is determined by maximizing the utility function 
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subject to the budget constraints. Thus both consumer decisions stem from a single utility 
function. In addition, the choice decision occurs before the consumption decision and is 
infl uenced by optimal consumption.

Note that so far in this framework, we have assumed that consumers are completely 
certain of their optimal consumption under the different plans. Next, we show a way in 
which such uncertainty can be incorporated within the model.

5.4.2 Consumption uncertainty If consumers have uncertainty in their consumption, 
then it renders the utility function stochastic. In such situations, consumers will use 
expected utility for making any decisions. This can be represented as follows:

 EUijt 5 E 
t
usage [g(xijt, zijt ) ] 1 aij 1 åijt,

 g(xijt, zijt ) 5 ái1xijt 1 ái2zijt 1 ái3x
2
ijt. 

(16.17)

Here, EUijt refers to the expected utility for consumer i and plan j and the term 
E 

t
usage [g(xijt, zijt ) ] is the expectation with respect to a consumer’s beliefs about his/her 

own usage. For each plan j we can assume an individual-specifi c belief distribution 
denoted by f 

usage
ijt (x) . We subscript this belief distribution by time ‘t’ to denote that it 

might be changing over time due to consumer learning. Different assumptions made for 
this belief distribution can investigate its sensitivity on the fi ndings.

Thus, using the quantity belief distribution and the plan-specifi c budget constraints, 
the component, E 

t
usage [. ], can be computed. The budget constraints for the plan impose 

a relationship between the consumed minutes (xijt) and the numeraire (zijt) as shown in 
equations (16.9 and 16.10). For example, if Constraint I holds, then zijt 5 Ii 2 Fj 2 p1jxijt. 
Similarly, if Constraint II holds, then zijt 5 Ii 2 Fj 2 p1jAj 2 p2j (xijt 2 Aj ) . In other 
words, we can rewrite g(xijt, zijt )  as a function of xijt only. Let g(xijt, zijt )  be denoted by 
h1 (xijt )  if xijt # Aj and by h2 (xijt )  if xijt . Aj. The quantity expectation is as follows:

 E 
t
usage [g(xijt, zijt ) ] 5 3

Aj

0

h1 (x) f 
usage
ijt (x)dx 1 3

`

Aj

h2 (x) f 
usage
ijt (x)dx. (16.18)

This expected quantity can be re-inserted in equation (16.17) to give the overall utility 
function. As before, if we continue to assume that the choice errors are double exponential 
distributed, then we can write the probability of choice for a plan with the familiar logit 
expression. This probability expression now would incorporate the effect of consumption 
uncertainty on plan choice. This completes our integrated modeling framework.

5.5  Key empirical results
Several empirical studies have focused on how consumers behave under nonlinear pricing 
schemes and then capture how the different components of a multi-part pricing scheme 
affect their behavior. Here, we summarize some key empirical results.

5.5.1 Flat fee bias A robust fi nding across many empirical studies is that many con-
sumers prefer a tariff with a fl at fee even though their overall expense will be lower on 
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a pay-per-use plan (Kling and Van der Ploeg, 1990; Kridel et al., 1993; Nunes, 2000; 
Lambrecht and Skiera, 2006). This is referred to as the ‘fl at fee’ bias. For instance, within 
the context of long-distance telephone service, Kridel et al. (1993) had found that 65 
percent of consumers showed a fl at fee bias. Similarly, in an application involving the 
use of an Internet service, Lambrecht and Skiera (2006) fi nd that about 48 percent of 
consumers show a fl at rate bias.

Lambrecht and Skiera (2006) also systematically consider the various causes for this 
bias and suggest that there are four reasons for its existence: insurance effect, taxi meter 
effect, convenience effect and overestimation effect. Insurance effect refers to the notion 
that consumers might want to choose a fl at fee option as they want to ‘insure’ against 
future variation in their usage. The taxi meter effect captures the fact that many con-
sumers can fi nd their use of the service less enjoyable if they are paying by the minute. The 
term ‘convenience effect’ points to consumers choosing a status quo tariff to minimize 
any mental hassle associated with calculating the expected cost under the different avail-
able alternatives. Finally, the overestimation effect refers to the empirical fi nding that 
consumers can overestimate their demand, thereby biasing their choice towards a plan 
with a fl at fee. In their study, Lambrecht and Skiera fi nd that the insurance, taxi meter 
and overestimation effects account for the fl at fee bias. Clearly, the level of consumers’ 
usage uncertainty can moderate which of the four factors will have an infl uence on his/
her choice decision.

5.5.2 Differential effect of access fee/marginal price A second empirical generalization 
is that the different components of a pricing scheme indeed have a differential impact on 
customer behavior. We discuss two aspects: price elasticity and the use of the multi-part 
tariff for discrimination.

1. Price elasticity Several studies across different contexts have investigated the price 
elasticity of different components of a multi-part pricing scheme. They have typically 
found price elasticity ranging from 0.1 to 1.0. Danaher (2002) describes a market 
experiment for a new telecommunication product (like a wireless service) in which 
the pricing scheme (a two-part tariff) was systematically manipulated. Consumers 
had to make a decision whether to continue using the product and if so, how much 
to use it. In that context, he found that both access fee and marginal price elastic-
ity to be lower than 1.0. Within wireless services, Reiss and White (2007) also fi nd 
that the mean price elasticity is less than one (1.00) and estimate it to be 20.44. Two 
studies in the context of local telephone service fi nd very similar numbers – Park et 
al. (1983) and Train et al. (1987) found the price elasticity to be between 0.1 and 1.0. 
See Manfrim and Da Silva (2007) for a summary of estimated price elasticity across 
several different studies.

2. Price discrimination Iyengar (2007) reports that changes in access fee have a much 
larger impact on customer lifetime value (CLV) as compared to that from changes 
in marginal price. He analyzed consumers’ choice among four wireless service plans 
and their decision to leave the service provider. Each of these plans had a three-part 
tariff structure – access fee, associated free minutes and a per-minute rate for any 
consumed minutes beyond the free minutes. Table 16.5 shows the details of the 
pricing scheme for the four plans. After estimating the model parameters, he then 
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performed simulation studies to capture consumers’ choice and consumption deci-
sions (which provide revenue to the service provider) and their decision to stay with or 
leave the provider (consumers’ defection decision). He then combined the generated 
revenue and consumers’ defection decision to determine their CLV. In addition, he 
calculated the elasticity of CLV with respect to both access fee and marginal price. 
In these simulations, he changed (either increased or decreased) the access fee and 
marginal prices of the four plans, one plan at a time. Table 16.5 shows the results of 
the simulations.

  The table shows that, in general, a price decrease for a plan leads to a higher CLV 
than that from an equivalent price increase. A price increase for a plan results in 
higher average revenue per user (ARPU) but negatively affects retention. In contrast, 
a price decrease for a plan enhances retention but lowers the revenue. The CLV 
results suggest that an increase in retention is more effective for increasing the CLV 
than an increase in the revenue. He also fi nds that for all plans but Plan 4, the elasti-
city of CLV with respect to the access price for a plan is higher than with respect to 
its marginal price. Thus service providers can affect the CLV more by changing the 
access fee than by altering the marginal prices.

  An analysis of the effects of changing the access price on the CLV shows that 
a decrease in the access price for Plan 1 has the highest effect. This effect on CLV 
can be decomposed into the effect on revenue and retention. Table 16.6 shows this 
decomposition.

  The table shows that the primary contributor for this result is an increase in reten-
tion of the ‘light users’ on Plan 1. Interestingly, he fi nds that an increase in the access 
price for Plan 4 leads to a higher CLV than that arising from a price decrease. This 
result can be explained based on the tradeoff between the ARPU and retention. The 
table shows that for a change in the access price of Plan 4, the ARPU is more elastic 
than retention is. Hence the increase in the ARPU due to an increase in the access 
fee dominates the decrease in retention and thereby yields a higher CLV than that 
of the base case scenario. An analysis of the effects of changing the marginal price 
on the CLV reveals that an increase in the marginal price for Plan 4 has the highest 
effect. This result is due to the increase in the defection rate of ‘heavy users’ on Plan 
4. These consumers have a high consumption of minutes and can only respond to 
a price increase by defecting since downgrading to lower plans is not attractive. 
In contrast, a decrease in the marginal price for Plan 4 generates an incentive for 

Table 16.5  Elasticity of customer lifetime value with increase or decrease in prices

Plan Access fee 
($)

Free 
minutes

Per-minute 
rate ($/min)

Access fee Per-minute rate

up down up down

1 30 200 0.40 21.18 1.08 –0.02 0.09
2 35 300 0.40 20.09 0.09 –0.06 0.08
3 40 350 0.40 20.48 0.25 –0.12 0.10
4 50 500 0.40 0.06 20.09 –0.22 0.16

Source: Iyengar (2007).
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these heavy users to stay longer with the company. These fi ndings suggest that the 
different components of a multi-part pricing scheme can be effectively used for price 
discrimination.

  Iyengar et al. (2007b) provide additional evidence in support of the differing effect 
of access fee and marginal prices on consumers’ choice decisions. With data from a 
choice-based conjoint task using multi-part tariffs, they build an economics-based 
model to investigate how changes in the pricing scheme of plans affect its probability of 
choice. They fi nd that changes in access fee affect the plan choice probability in a way 
that differs both qualitatively and quantitatively from those by changes in the marginal 
prices. Specifi cally, they fi nd that above a certain threshold, an increase in marginal 
price of plan does not have any effect on the consumer choice decision. In contrast, any 
increase in access fee of a plan always reduces the probability of choice of that plan.

  Iyengar et al. also address questions regarding optimal (profi t-maximizing) values 
of access fee and marginal price for the available plans. They use individual-level 
parameter estimates, e.g. price sensitivity, to account for customer heterogeneity and 
calculate the value of access fee and marginal prices for a portfolio of plans, which 
would lead to maximum overall profi t. Such an analysis combines economic theory 
with customer behavior under such a pricing structure to yield profi t-maximizing 
values for the various components of the pricing scheme.

In summary, these fi ndings suggest that components of a pricing scheme can have a sys-
tematically differential impact on customer behavior. It is only recently that researchers 
have started investigating such effects, which suggests that this area holds much promise 
for future investigations.

6.  Conclusions
In this chapter, we discussed several aspects of nonlinear (or multi-part) pricing. Such 
pricing schemes are very common in the service industry. We began the chapter by dis-
cussing several reasons for the use of such schemes and noted that the primary factor is 
the heterogeneity of the customer base. Such heterogeneity of preferences leads customers 
to choose different pricing plans based on their expected demand.

Next, we discussed fi ndings from analytical work on nonlinear pricing. Here, we 

Table 16.6  Elasticity of ARPU and retention with increase or decrease in prices

Plan Elasticity of ARPU Elasticity of retention

Access fee Per-minute rate Access fee Per-minute rate

up down up down up down up down

1 0.23 20.24 0.16 20.07 20.68 0.58 20.08 0.07
2 0.11 20.12 0.02 20.01 20.10 0.10 20.03 0.04
3 0.24 20.27 0.01 20.01 20.34 0.24 20.05 0.04
4 0.10 20.09 0.01 20.02 20.03 0.01 20.11 0.08

Source: Iyengar (2007).
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categorized past research based on whether it was in a monopoly setting or a more general 
oligopoly context. Most past research has found that two-part tariffs are optimal in many 
settings. Researchers have now begun to investigate the limits of optimality of two-part 
tariffs and when a more general pricing scheme can be optimal.

Thereafter, we summarized the past work on empirical research on multi-part tariffs. 
We noted that while nonlinear pricing schemes are popular, any analysis of demand 
under such schemes is nontrivial. A primary reason is that within multi-tier pricing 
schemes, there is a two-way relationship between price and consumption – the pricing 
scheme infl uences consumption and the level of consumption determines the applicable 
per-unit price. Two other issues are especially relevant within service contexts. First, the 
linkage between the choice of a service plan and usage under the chosen plan has to be 
appropriately specifi ed. Two, there is a need to incorporate consumption uncertainty 
within any demand model. We discussed how researchers have addressed these issues 
and then showed a modeling framework that integrates all three issues. We ended by 
discussing some empirical generalizations, which also suggested some promising areas 
for future research.
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Abstract
This chapter reviews pricing issues that are relevant to oligopolistic fi rms competing in markets 
characterized by demand dynamics, i.e. state dependence and reference price effects. Normative 
models of dynamic pricing predict that (1) in inertial markets, competing fi rms have an incen-
tive to compete fi ercely using low prices in the early (growth) stages, but tacitly collude on high 
prices in the later (mature) stages, (2) variety-seeking markets always sustain higher prices for 
competing fi rms, and (3) markets with reference prices show cyclical pricing, which is more 
profi table for competing fi rms as long as enough consumers weigh price gains more heavily than 
price losses. Descriptive models of dynamic pricing show that (1) competing fi rms in inertial and 
variety-seeking markets indeed account for the future effects, in addition to current effects, of 
their current pricing decisions, and (2) such fi rms behave in a boundedly rational manner in the 
sense of looking into a few future periods only. Descriptive models of dynamic pricing in the 
presence of reference price effects need to be estimated in future research.

1.  Introduction
When pricing strategies of fi rms recognize the future (i.e. long-term) implications – for 
consumers and/or competitors – of their current prices, dynamic pricing is said to exist. 
Such dynamic pricing incentives arise, for example, for the following reasons: (1) consum-
ers learn about a brand’s attributes by repeatedly buying it over time, and eventually form 
stable preferences for the brand, which suggests that using low prices to encourage brand 
trial may speed up, for example, the brand’s market penetration; (2) consumers provide 
word of mouth – positive or negative – for previously tried brands, which suggests that 
targeting low initial prices at ‘opinion leaders’ may pay off for brands in the long run; (3) 
declining prices erode brand equity, which suggests that high prices may be necessary for 
fi rms to positively cultivate their brand strength in the long term; (4) seasonality or excess 
production capacity leads fi rms to adopt clearance pricing strategies for their brands 
etc. All of these reasons typically apply to markets involving new brands. Interestingly, 
however, dynamic pricing incentives also arise for mature brands when conditions of 
‘demand dynamics’ exist. This is the focus of this chapter, on which we now elaborate.

1.1  Demand dynamics
In order to effectively price their brands in mature product categories, brand managers 
must understand how prices of competing brands infl uence consumers’ brand choices 
within the product market. Some product markets are characterized by demand dynam-
ics that arise due to the effects of state dependence or/and reference prices in consumers’ 
brand choices. We explain these effects below.

State dependence The probability that a given consumer is likely to buy Coke or Pepsi 
on a visit to the store is partly a function of which cola brand the consumer bought on 
their previous visit. One consumer may buy Coke on consecutive purchase occasions 
‘out of habit’ (even if Pepsi were on sale at the second purchase occasion), while another 
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consumer may switch from Coke to Pepsi (even if Coke were on sale at the second pur-
chase occasion) just to try ‘something different’. The fi rst consumer’s brand choices are 
said to exhibit positive state dependence or ‘inertia’, while the second consumer’s brand 
choices are said to exhibit negative state dependence or ‘variety-seeking’.

Reference prices The probability that a given consumer is likely to buy Coke or Pepsi 
on a visit to the store is a function of not only the current values of the two cola brands’ 
prices, but also their relative values when compared to the brands’ historical prices, as 
perceived by the consumer, referred to as ‘reference prices’. For example, a consumer may 
buy Coke even when it is higher priced than Pepsi because Coke’s price is lower than its 
reference price, while Pepsi’s price is higher than its reference price. Such reference prices 
for brands are generally formed on the basis of what the consumer has observed during 
previous shopping trips.

When state dependence or reference price effects, as explained above, are present, 
market shares of brands in the corresponding market will tend to be serially correlated 
over time. We refer to such serial correlations as demand dynamics. This chapter deals 
with pricing decisions of competing fi rms in markets characterized by such demand 
dynamics.

1.2  Pricing implications of demand dynamics
Under demand dynamics, a brand’s demand in a given period is not just a function of the 
brand’s price in that period, but also a function of the brand’s price or/and demand in pre-
vious periods. A pricing implication of demand dynamics that arises due to inertia is that 
reducing the price for one’s brand in the current period may increase the brand’s market 
share not only in the current period but also in the subsequent period when the price 
reduction on the brand has been retracted (assuming no competitive responses in prices). 
A pricing implication of demand dynamics that arises due to either variety-seeking or 
reference prices is that reducing the price for one’s brand in the current period may 
increase the brand’s market share in the current period, but may hurt in the subsequent 
period when the price reduction is retracted. For example, in the reference price case, the 
subsequent high price may be evaluated negatively when compared to the previous lower 
price. In the variety-seeking case, an increased market share in the current period may 
lead to decreased market share in the subsequent period when consumers switch away 
from the previously tried brand. In other words, for a given brand, price reductions may 
be more attractive in the presence of inertia, while price increases may be more attractive 
in the presence of reference prices or variety-seeking, when compared to markets where 
such demand dynamics are absent. A game-theoretic equilibrium analysis of oligopolistic 
prices under demand dynamics will shed light on this issue.

1.3  Econometric models of dynamic pricing
When setting prices for their brands in markets characterized by demand dynamics, 
brand managers must know both (1) the actual extent of demand dynamics in the market, 
and (2) the pricing techniques that are actually adopted by competing brand managers. 
Analyzing historical market-level data on market shares and prices of competing brands 
over time will enable brand managers to obtain an accurate understanding of (1) and (2). 
Brand managers can then set prices based on their understanding of these two elements.
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The rest of this chapter is organized as follows. We briefl y review empirical fi ndings on 
demand dynamics in Section 2. In Section 3, we discuss theoretical results pertaining to 
the pricing implications of demand dynamics that have been derived using game-theoretic 
equilibrium analyses. Section 4 discusses empirical fi ndings on fi rms’ pricing strategies in 
the presence of demand dynamics, which have been obtained using econometric models 
of dynamic pricing. Section 5 concludes.

2.  Demand dynamics
Since the seminal empirical study of Guadagni and Little (1983), dynamic considerations 
have generally been shown to govern consumers’ brand choices in packaged goods cat-
egories. These dynamics operate in the sense that a consumer’s probability of buying a 
brand in the current period is a function of, among other things, whether or not the con-
sumer has bought the same brand in previous periods, as well as the brand’s previously 
observed prices. The fi rst infl uence is that of state dependence effects, while the second 
is that of reference prices. We next discuss the existing empirical fi ndings pertaining to 
these two effects.

2.1  State dependence
A positive effect of past consumption of a brand on the consumer’s current probability 
of buying the brand is referred to as ‘inertia’, while a negative effect is referred to as 
‘variety-seeking’. For example, to the extent that it is cognitively expensive for consumers 
to ‘think’ extensively about their brand choice decisions, they may routinize their brand 
purchases by buying the same brand repeatedly over time. This means that a previously 
chosen brand has a higher probability of being chosen in the current period than other 
brands, all else being equal. This is called inertia. In contrast, consumers may satiate 
themselves on attributes contained in previously chosen brands and, therefore, switch to 
new brands that contain new, untried attributes. In such a scenario, a previously chosen 
brand has a lower probability of being chosen in the current period than other brands, 
all else being equal. This is called variety-seeking.

The effects of inertia and variety-seeking on consumers’ brand choices have been docu-
mented in numerous empirical studies over the years (Jeuland, 1979; McAlister, 1982; 
Givon, 1984; Kahn et al., 1986; Bawa, 1990; Fader and Lattin, 1993; Trivedi et al., 1994; 
Allenby and Lenk, 1995; Erdem, 1996). These effects have been shown to persist even 
after accounting for the effects of marketing variables and unobserved heterogeneity on 
brand choices in a fl exible manner (Keane, 1997; Gupta et al., 1997; Seetharaman and 
Chintagunta, 1998; Seetharaman et al., 1999; Ailawadi et al., 1999; Abramson et al., 2000; 
Erdem and Sun, 2001; Moshkin and Shachar, 2002).

2.2  Reference prices
Consumers often evaluate the price of a brand at the store with respect to some summary 
statistic representing the brand’s historically observed prices from the past, which is 
referred to as the brand’s reference price. When the brand’s observed price is higher than 
its reference price, the brand is perceived by the consumer as less attractive than when 
the brand’s observed price is lower than the reference price, all else being equal. This 
means that frequent price cuts may have a hurtful consequence to the brand in the long 
run since they are likely to reduce the brand’s reference price and, therefore, consumers’ 
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evaluations of future prices of the brand. In this sense, demand dynamics arise on account 
of the long-run effects of brands’ pricing decisions.

The effects of reference prices on consumers’ brand choices have been extensively docu-
mented since the late 1980s (Winer, 1986; Lattin and Bucklin, 1989; Rajendran and Tellis, 
1994; Briesch et al., 1997; Chang et al., 1999). Reference price effects have been shown 
to be consistently larger for price losses than for price gains, i.e. the negative impact of 
a price increase (loss) is greater in magnitude than the positive impact of an equal-sized 
price decrease (gain), on a consumer’s probability of buying the brand (Kalwani et al., 
1990; Kalwani and Yim, 1992; Mayhew and Winer, 1992; Krishnamurthi et al., 1992; 
Hardie et al., 1993; Kalyanaram and Little, 1994; Mazumdar and Papatla, 1995, 2000; 
Bell and Lattin, 2000; Erdem et al., 2001; Han et al., 2001).

In the presence of demand dynamics – intertemporal linkages in demand for brands 
that arise due to the effects of inertia, variety-seeking and reference prices – a manage-
rial question that arises pertains to the long-term effectiveness of pricing. Past empirical 
studies have quantifi ed the magnitudes of long-term ‘spillover’ effects of price cuts in 
markets with inertia, variety-seeking or reference prices (Lattin and Bucklin, 1989; Roy 
et al., 1996; Seetharaman, 2003, 2004). For example, Seetharaman (2004) shows that 
ignoring inertia underestimates the total incremental impact of a price cut by as much 
as 35 percent. This suggests that the reduced profi t margin for a brand during a period 
of a price cut may be offset by increases in brand volume not just during the period of 
promotion but also in future periods. But these fi ndings are predicated on the assump-
tion that competitive responses are absent. In reality, however, price changes on a brand 
would have not only direct effects on its sales, but also indirect effects through the changes 
triggered in competitive brands’ prices. A game-theoretic analysis of price competition 
between brands in markets with demand dynamics will throw light on this issue. We 
discuss this in the next section.

3.  Pricing implications of demand dynamics
Game-theoretic models are typically used to provide insights into the nature of price 
competition in oligopolistic markets. In the presence of demand dynamics, such as 
those discussed in Section 2, these game-theoretic models are rendered dynamic. Such 
dynamic pricing models are also called state-space pricing models, in which fi rms’ 
pricing actions in one period shift their payoffs (profi ts) in subsequent periods. One 
of two common informational assumptions are typically invoked to solve for fi rms’ 
optimal pricing strategies in such state-space pricing models: (1) open-loop, i.e. fi rms 
commit to their pricing actions in the initial period, (2) closed-loop, i.e. fi rms’ pricing 
actions are functions of all payoff relevant information (‘state’), which are typically 
the most recent period and market shares. An open-loop pricing equilibrium is a Nash 
equilibrium in open-loop strategies and is, therefore, static. A closed-loop equilibrium 
is a sub-game-perfect equilibrium and is, therefore, dynamic. Since closed-loop strate-
gies are much more difficult to solve analytically than open-loop strategies (since each 
fi rm’s pricing actions enters the opponent’s pricing decision rules and affects their 
future choices), one analytical simplifi cation that is typically made is to restrict atten-
tion to ‘stationary strategies’, i.e. pricing strategies that do not depend on time and 
only on brands’ most recent market shares (see Slade, 1992 for insightful discussions 
of these issues). Many theoretical studies have employed one or more of these concepts 
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to solve state-space pricing models in the presence of demand dynamics. We discuss 
them below.

3.1  Pricing implications of state dependence
Klemperer (1987a) derives the normative pricing implications of demand inertia in an 
undifferentiated duopoly using a two-period game-theoretic framework, and shows that 
the non-cooperative pricing equilibrium in the second period is the same as the collusive 
outcome in an otherwise identical market without inertia. In other words, two compet-
ing fi rms in a mature market characterized by inertia – each fi rm with an installed base 
of customers from the previous period – face demand functions that are relatively price 
inelastic compared to their counterparts in an identical mature market without inertia. 
This decreased price elasticity reduces the price rivalry among the fi rms, leading to higher 
prices for the brands of both fi rms. Klemperer (1987a) also shows that the pricing power 
that the two fi rms gain in the second period leads to vigorous price competition in the 
fi rst period, which may more than dissipate the fi rms’ extra monopolistic returns from 
the second period. In other words, in the early growth stages of a market characterized by 
inertia, competing fi rms would engage in fi erce price competition to build market shares 
for their brands.

Klemperer (1987b) shows that the central implications of Klemperer (1987a), discussed 
above, also apply for a differentiated duopoly. Klemperer (1987b) also extends the mod-
eling framework to allow for rational (i.e. ‘forward-looking’) consumers, and shows 
that fi rst-period prices of the two fi rms become less competitive because consumers who 
realize that fi rms with higher market shares will charge higher prices in the future are less 
price elastic than naive consumers.

The two-period game-theoretic models of Klemperer (1987a, 1987b) do not tell us what 
to expect from price competition over many periods when old (locked-in) customers and 
new (uncommitted) customers are intermingled and fi rms cannot discriminate between 
these groups of customers. Will fi rms’ temptation to exploit their current customer bases 
lead to higher prices, or will fi rms’ desire to attract new customers lead to lower prices 
than in the case of no inertia? In order to answer this question, Beggs and Klemperer 
(1992) extend the duopoly pricing model of Klemperer (1987b) to the infi nite-period 
case, where new consumers arrive and a fraction of old consumers leaves in each period. 
Beggs and Klemperer (1992) show, over a wide range of parametric assumptions, that 
fi rms obtain higher prices and profi ts compared to those in the absence of inertia. The 
authors fi nd that prices rise as (1) fi rms discount the future more, (2) consumers discount 
the future less, (3) turnover of consumers decreases, and (4) the rate of growth of the 
market decreases.

In contrast to the discrete-time, game-theoretic framework adopted by Beggs and 
Klemperer (1992), Wernerfelt (1991) adopts a continuous-time, game-theoretic frame-
work to study price competition between fi rms in inertial markets. Consistent with the 
fi ndings in Beggs and Klemperer (1992), Wernerfelt (1991) also derives higher equilib-
rium prices for fi rms, as well as a positive effect of the extent of fi rms’ future discount-
ing behavior on equilibrium prices, in inertial markets. This shows that the equilibrium 
pricing results are robust to whether the game-theoretic pricing models are solved in 
discrete or continuous time.

As in Wernerfelt (1991), Chintagunta and Rao (1996) also study the normative pricing 
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implications of demand dynamics using a continuous-time, game-theoretic framework. 
The authors show that in the presence of demand inertia, the fi rm with the higher baseline 
preference level will charge the higher price in steady state. They also show that myopic 
pricing strategies of fi rms that fail to recognize the long-run impact of their current prices 
lead to prices that are 100–200 percent higher than those implied by dynamic pricing 
strategies.

Seetharaman and Che (forthcoming) extend the two-period game-theoretic frame-
works of Klemperer (1987a, 1987b) to derive the normative pricing implications of 
variety-seeking in a duopoly. Unlike the inertia case of Klemperer (1987a, 1987b), where 
the positive effects of a tacitly collusive pricing equilibrium in the second period could 
effectively unravel on account of vigorous price competition in the fi rst period, the 
variety-seeking case implies tacitly collusive prices among fi rms in both periods. This is 
because in the early growth stages of a market characterized by variety-seeking, compet-
ing fi rms have no incentive to build market shares for their brands since each fi rm recog-
nizes that its customers have an incentive to defect to the competing fi rm in the future on 
account of variety-seeking. In later stages, fi rms exploit the fact that previous customers 
of competitors will buy their brands in a search for variety and, therefore, again end up 
charging high prices. Once the model allows for rational (i.e. ‘forward-looking’) consum-
ers, fi rst-period prices of the two fi rms become even less competitive.

3.2  Pricing implications of reference prices
Greenleaf (1995) derives the normative pricing implications of reference price effects 
for a retailer. He fi nds that a price promotion on a brand can increase retail profi t if the 
retailer’s gain in the promotion period – from increased demand for the promoted brand 
at the lower price – outweighs the retailer’s loss in future periods – from a lowered refer-
ence price for the brand in the future. He derives conditions under which the optimal 
pricing policy for the retailer is cyclical, i.e. involves periodic price promotions.

Kopalle et al. (1996) derive the normative pricing implications of reference price effects 
in a duopoly involving two manufacturers. Assuming a linear demand function and 
allowing for two consumer segments – one that weighs price gains more heavily than 
losses, and another that does the opposite – in the analysis, the authors derive a Markov-
perfect Nash equilibrium in prices. They derive the sufficient condition, i.e. the relative 
sizes of the two consumer segments, for cyclical pricing to be optimal for both manufac-
turers. They fi nd that the existence of the fi rst consumer segment (i.e. those who weigh 
gains more heavily than losses) is necessary for cyclical pricing to be an optimal policy.

While the models discussed in this section throw light on how prices in an oligopoly 
ought to be in the presence of demand dynamics, a pertinent question that arises next 
is how prices actually operate in real-world markets with demand dynamics. In other 
words, do real-world manufacturers and retailers indeed account for demand dynamics 
while setting prices for their brands? We cover this issue in the next section.

4.  Econometric models of dynamic pricing
Econometric models of dynamic pricing – pricing models that are necessary in the pres-
ence of demand dynamics – require both (1) the solution of discrete-time, stochastic 
dynamic optimization problems for each fi rm, where a fi rm chooses from a continuum 
of possible prices, and the (2) the fi xed point to the game-theoretic problem of multiple 



390  Handbook of pricing research in marketing

fi rms employing their best pricing responses to each other’s pricing choices. Recently pro-
posed techniques in the econometric literature – Pakes and McGuire (1994); Berry and 
Pakes (2000); Pakes and McGuire (2001) – enable the estimation of such dynamic pricing 
models while successfully circumventing the challenges posed by the large dimensionality 
of each fi rm’s pricing choices, as well as the possibility of the existence of multiple pricing 
equilibria.

Chan and Seetharaman (2004) investigate price competition between cola brands 
– Coke and Pepsi – using two years of IRI’s scanner panel data (from June 1991 to 
June 1993) on household purchases in the cola category in a metropolitan market in a 
large US city. The authors fi rst estimate the extent of demand dynamics in the product 
category using a stochastic brand choice model of state dependence. This model incor-
porates the effects of households’ intrinsic brand preferences, as well as responsiveness 
to marketing variable – in addition to the effects of inertia and variety-seeking – and 
allows all parameters to be heterogeneous across households in a fl exible manner. Using 
the estimated brand choice model, along with estimates of interpurchase times in the 
product category, the authors then construct a predictive model of brand sales. This 
brand sales model is assumed to serve as an input for the pricing decisions of fi rms. The 
authors develop a game-theoretic dynamic pricing model, which is based on the idea 
that fi rms compete on prices in an infi nite-period, repeated game with discounting. This 
dynamic pricing game – which uses the predictive brand sales model as an input – is 
estimated using historical data on brands’ prices in the market, adopting a recently 
proposed estimation technique (Berry and Pakes, 2000). The estimates of the dynamic 
pricing model are compared to those obtained using (1) a myopic pricing model that 
assumes that fi rms are not forward looking (even though fi rms recognize the existence of 
demand dynamics in the market), and (2) a static pricing model that assumes that fi rms 
ignore demand dynamics altogether when pricing their products. The authors show that 
the dynamic pricing model better fi ts and predicts the observed prices, and also yields 
more intuitively reasonable estimates of brand-specifi c marginal costs and, therefore, 
profi t margins (about 20 percent for each brand), when compared to the myopic and 
static pricing models (which yield brand-specifi c average margins of about 100 percent 
and 70 percent, respectively).

Che et al. (2007) investigate price competition between breakfast cereals brands, as 
well as the nature of strategic pricing interactions between breakfast cereals manufactur-
ers and the retailer, using two years of IRI’s scanner panel data (from June 1991 to June 
1993) on household purchases in the breakfast cereals category in a metropolitan market 
in a large US city. For this purpose, the authors extend the econometric methodology of 
Berry et al. (1995) to handle the dynamic aspects of the manufacturers’ and the retailer’s 
pricing problems. The authors study whether fi rms look ahead, as well as to what extent, 
while setting prices. The authors fi nd that (1) omission of demand dynamics biases the 
econometrician’s inference of manufacturer behavior, i.e. one erroneously infers tacit 
collusion among cereals manufacturers when fi rms are competitive, and (2) the observed 
retail prices are consistent with a pricing model in which both cereals manufacturers 
and the retailer are forward looking, but the fi rms’ time horizon when setting prices is 
short term, i.e. fi rms look ahead by only one period, suggesting that fi rms are boundedly 
rational in their dynamic pricing behavior. The authors also fi nd that 94 percent of the 
additional explanatory power of the dynamic pricing model over the static pricing model 
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(that ignores state dependence effects) arises from the fi rm’s accounting for the effects of 
lagged demand on current demand, while only 6 percent arises from the fi rm’s looking 
into the future when setting current prices.

While the above-mentioned studies estimate pricing decisions of oligopolistic fi rms in 
the presence of state dependence, no econometric study has looked at fi rms’ pricing deci-
sions in the presence of reference prices. This is a notable omission in the literature on 
dynamic pricing and merits further study.

5.  Conclusions
This chapter discusses pricing models in the presence of demand dynamics that arise due 
to the effects of state dependence and reference prices in consumers’ brand choices over 
time. One notable omission in the existing literature on these dynamic pricing models 
pertains to the estimation of pricing decisions of competitive fi rms in the presence of ref-
erence price effects. While normative models of what fi rms must do have been proposed 
by Kopalle et al. (1996), no descriptive model of what fi rms actually do in practice has 
been estimated so far. Addressing this is an important avenue for future research. Future 
econometric research on pricing should also systematically investigate how alternative 
sources of demand dynamics – such as consumer stockpiling, retailer forward buying, 
consumer learning, word of mouth, price expectations etc. – affect strategic pricing 
decisions of fi rms in practice. Future research should also focus on the implications of 
dynamic pricing for fi rms’ distribution channel or contracting strategies.
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18  Strategic pricing: an analysis of social infl uences*
Wilfred Amaldoss and Sanjay Jain

Abstract
Social factors infl uence our everyday life in many ways. For example, consumers purchase 
conspicuous goods to satisfy not only material needs but also social needs such as prestige. In 
an attempt to meet these social needs, producers of conspicuous goods such as cars, perfumes 
and watches highlight the exclusivity of their products. In this chapter, we discuss a model of 
conspicuous consumption and examine how purchase decisions are affected by the desire for 
exclusivity and conformity. We show that snobs can have an upward-sloping demand curve but 
only in the presence of consumers who are (weakly) conformists. The infl uence of these social 
needs on fi rms’ profi ts is moderated by the structure of market. In a monopoly, conformism is 
conducive to profi ts while snobbishness hurts profi ts. We fi nd that the results are reversed in 
a duopoly. We also investigate how social needs may infl uence the prices and qualities of the 
products that consumers choose to buy. A series of laboratory tests lends support for our some 
of model predictions.

1.  Introduction
At the very core of social psychological theory and research is the notion that we function 
in a social context that infl uences our thoughts, feelings and actions (Ross and Nisbett, 
1991; see Taylor, 1998 for a review). While several theories have been advanced on the 
essence of social being, we focus on two basic social needs: a need for uniqueness and the 
countervailing need to conform (Fromkin and Snyder, 1980; Brewer, 1991). Consider, for 
example, the purchase of a conspicuous good. We buy these goods not just to meet our 
material needs but also to satisfy social needs (see for example Belk, 1988). In an attempt 
to satisfy such social needs, fi rms advertise the exclusivity of their products. For example, 
Ferrari promises that it will not produce more than 4300 vehicles per year despite more 
than a two-year waiting list for its cars (Betts, 2002). Some fi rms restrict the availability 
of their products by using exclusive distribution channels and even legal action. For 
example, Christian Dior sued supermarkets for carrying its products, fearing that wide 
availability could hurt its exclusive image (Marketing Week, 3 July 1997).

In an effort to understand how social needs may infl uence fi rm behavior, we discuss 
a theoretical model of conspicuous consumption. We capture consumers’ desire for 
exclusivity and conformity by allowing the utility derived from a product to depend not 
only on its intrinsic value but also on consumption externality. Following Leibenstien 
(1950), we model snobs as consumers whose utility from a product decreases as more 
people consume the same product. For example, a BMW in every driveway could dilute 
the value of the car to potential buyers (cf. Bagwell and Bernheim, 1996). We model con-
formists as consumers whose utility from a product increases as more people consume the 
product (Ross et al., 1976; Jones, 1984; also see Becker, 1991 for a similar formulation). 

* This chapter is based on Amaldoss and Jain (2005a and 2005b), which were published in 
Management Science and Journal of Marketing Research, respectively. Both authors have contrib-
uted equally to the chapter.
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Teenagers, for example, often view MTV because their friends watch it (Sun and Lull, 
1986). For similar reasons, consumers purchase popular books, toys and garments.

Our theoretical analysis suggests that if a market comprises only snobs or conformists, 
then consumers will not demand more as price increases. However, if a market comprises 
both snobs and conformists, then more snobs may buy as price increases. Consistent 
with this result, we fi nd that the demand curve is upward sloping for visible cosmetics 
such as lipsticks and mascara (Chao and Schor, 1998). Next we show that the profi ts of a 
monopolist increase as conformism increases but decline as snobbishness increases. The 
results, however, are reversed in a duopoly. Finally, we investigate how social factors may 
infl uence the quality of the products consumers choose to purchase. We fi nd that some-
times snobs purchase high-quality products not because of snobbishness but despite it.

Our model relies on strong behavioral assumptions such as rational expectations. 
However, human beings are only boundedly rational. In an attempt to validate the pre-
dictions of our model, we subject our monopoly model to a laboratory test. The experi-
mental investigation shows that more snobs buy as price rises, even though the products 
have neither quality differences nor any signal value. Furthermore, we fi nd some support 
for the rational expectations framework at the aggregate level. An analysis of the fi rst trial 
data shows that subjects’ behavior is qualitatively consistent with model predictions, and 
on average subjects were probably capable of three to four steps of iterative reasoning. 
Their behavior in subsequent trials, however, can be explained using adaptive learning 
mechanisms.

This chapter draws heavily from the work of Amaldoss and Jain (2005a, 2005b). In 
Section 2, we review related literature. In Section 3, we describe a model of conspicuous 
consumption and examine its implications. Section 4 discusses a laboratory test of the 
model. Finally, Section 5 concludes the chapter by outlining some directions for future 
research.

2.  Literature on social infl uences
Several researchers have investigated the role of products in expressing an individual’s 
self (Belk, 1988). This body of research has identifi ed the existence of two competing 
social needs among consumers: a need for uniqueness and a countervailing need for simi-
larity (Brewer, 1991; Fromkin and Snyder, 1980). These needs form the basis of what we 
refer to as the desire for exclusivity and conformity. Prior research has examined from a 
psychological perspective how these needs infl uence consumer choice processes (Lynn, 
1991; Snyder, 1992; Simonson and Nowlis, 2000). Another related construct is the notion 
of reference groups. For example, the elite seek goods that will distinguish them from the 
masses. But the masses, who look up to the elite, want to emulate their choices (Simmel, 
1957; Bourdieu, 1984; Bryson, 1996). Reference group effects have been examined by 
several marketing researchers. Bearden and Etzel (1982), for example, examined product 
and brand decisions of a panel of 645 consumers and found that reference group effects 
are stronger for publicly consumed brands. Childers and Rao (1992) obtained similar 
results in a sample of 345 American and Thai consumers. This behavioral literature, 
however, does not examine how social factors infl uence fi rm behavior.

A stream of research in economics incorporates social factors in formal economic 
analysis. Veblen (1899) and Leibenstein (1950) emphasized the importance of studying 
the role of social factors in consumption. Becker (1991) used conformism to explain why 
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similar restaurants might eventually experience vastly different sales patterns. Specifi cally, 
using a model in which consumers demand increases as the sales of the product increases, 
he shows that the demand curve for conformists could be upward sloping; but the equilib-
rium is not stable. Karni and Levin (1994) extend Becker’s model by explicitly modeling 
individual consumer decisions. Basu (1987) proposes a model where consumers’ desire 
for a product increases if there is excess demand for the product. Using this stylized 
model, he explains why fi rms may fi nd it unprofi table to raise prices even when there is 
excess demand for their products.

There are several signaling models on conspicuous consumption. In these models con-
sumers purchase certain goods to signal their status or wealth. For example, consumers 
who have higher income could purchase more expensive items and thereby signal their 
wealth. This need to signal could lead to behavior which looks as if consumers are con-
formists. Bernheim (1994), for example, showed that when status is sufficiently important 
relative to intrinsic utility, many individuals conform to a single standard of behavior, 
despite heterogeneous underlying preferences. Bagwell and Bernheim (1996) examine 
whether a desire to signal status could lead to the Veblen effect. In other words, can the 
desire to achieve status lead to consumers’ demand curve to be upward sloping? They fi nd 
that these effects cannot arise under the usual ‘single-crossing’ condition. However, if this 
condition fails, then Veblen effects could arise. Corneo and Jeanne (1997) consider a model 
in which consumers could engage in conspicuous consumption to signal their wealth. They 
show that under a signaling framework, snobbish behavior cannot lead to an upward-
sloping demand curve. The intuition for this result is that if more consumers buy the good, 
then the signal value of the good must decrease for snobs. Consequently, the fi rm needs to 
reduce prices in order to increase demand, implying a downward-sloping demand curve. 
Pesendorfer (1995) shows that the desire to signal status could lead to fashion cycles. These 
cycles are induced as new designs dilute the signal value of old designs and make them 
obsolete. Stock and Balachander (2005) show that excess demand for a product could be 
a signal of quality. Consequently, we may observe fi rm-induced scarcity.

Another stream of research in economics investigates herding behavior (e.g. Banerjee, 
1992; Bikhchandani et al., 1992). In these models, consumers observe the actions of other 
consumers and then infer the (unknown) quality of the product. In such a sequential 
decision-making context, Banerjee (1992) shows that rational consumers may follow 
the actions of other consumers even when their private information would suggest that 
they should not do so. Consequently, we may observe informational cascades; but these 
cascades may be fragile (Bikhchandani et al., 1992).

Word of mouth can be a useful vehicle for transmitting product knowledge within a 
social network. Godes and Mayzlin (2004) show that online chats can be an effective 
indicator of word-of-mouth effects. Mayzlin (2006) shows online chats can be persuasive 
and may encourage fi rms to spend more on promoting inferior goods. This stream of 
research, however, is yet to examine the impact of word-of-mouth behavior on pricing.1 
Next we discuss a model of conspicuous consumption and its implications

1 A related stream of research is the work on diffusion, which implicitly considers positive 
word-of-mouth effects. This research has examined the issue of optimal pricing (see for example 
Kalish, 1985).
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3.  A model of conspicuous consumption
Using a monopoly model, we delineate the effect of prices on demand. Then we examine 
how the degree of consumer desire for uniqueness or conformism infl uences equilibrium 
prices and profi ts. We explore this issue in the context of a duopoly and contrast our fi nd-
ings with the results obtained in a monopoly model. This analysis sheds light on the role 
of market structure in equilibrium behavior. Third, we examine how social factors may 
moderate the effect of product quality on prices and profi ts.

Effect of prices on demand
Consider a market comprising one seller and two types of consumers. We label the two 
types of consumers snobs and conformists. Snobs value exclusivity, and consequently 
the utility they derive from a product depends not only on its base value but also on the 
number of people expected to purchase the product. Hence the expected (indirect) utility 
of purchasing a product is given by

 U(ze, p)  5  v 2  p 2  g(ze )  (18.1)

where v is the base valuation, p is the price for the product, and ze is the expected number 
of buyers. Note that snobs value the product less as more people buy it. We capture this 
characteristic of snobs by assuming that g(0) 5 0, g(ze ) $ 0 4ze . 0, g(1) , `, and 
g r (   

#
  ) $ 0. We assume that each consumer purchases at most one unit of the product. 

This is a reasonable assumption for many durable conspicuous goods such as cars. 
Further, assume that v is distributed in the population according to a continuous distri-
bution Fs(   

#
  )  with pdf fs(   

#
  ) .

We model conformists as consumers who like to follow others. The expected (indirect) 
utility of such a consumer is given by

 U(ze, p)  5  v 2  p 1  h(ze )  (18.2)

where h(0) 5 0, h(1) , `, h( # ) $ 0 and h r $  0. Thus conformists value a product 
more as more people purchase it. We assume that the valuations of conformists are drawn 
from a continuous distribution Fc (   

#
  )  with pdf fc (   

#
  ) . Further, these value distributions 

are common knowledge. Note that in our formulation we allow for the possibility that 
the two groups of consumers could have different value distributions.

The snobs account for b [ [0, 1]  fraction of the consumers and the remaining 
(1 2 b)  consumers are assumed to be conformists. Thus the number of snobs who will 
buy the product is given by

 x 5 b (1 2 Fs(p 1 g(ze ) ) )  (18.3)

where ze is the expected sales of the product. Similarly, the number of conformists who 
buy the product is given by

 y 5 (1 2 b)  (1 2 Fc (p 2 h(ze ) ) )   (18.4)

Using (18.3) and (18.4), we obtain the total demand z for the product:



Strategic pricing   401

 z 5 b(1 2 Fs(p 1 g(ze ) ) ) 1 (1 2 b) (1 2 Fc (p 2 h(ze ) ) )   (18.5)

We assume that consumers form expectations about the number of people who will 
buy the product. Further, these expectations are rational, implying that they are correct 
in equilibrium (see for example Becker, 1991; Katz and Shapiro, 1985). Thus

 z 2 ze 5 0. (18.6)

Now using (18.5) and (18.6) we obtain

 L1 (z) 5 z 2 b(1 2 Fs(p 1 g(z) ) ) 1 (1 2 b) (1 2 Fc (p 2 h(z) ) ) 5 0 (18.7)

Equation (18.7) implicitly describes the total demand z(p) under the rational expectations 
equilibrium. If equation (18.7) defi nes a unique z for a given p, then it follows from (18.4) 
and (18.5) that for any given price p there will be unique numbers x and y which will defi ne 
the sales to the snobs and the conformists, respectively. The proofs for the different results 
in this chapter can be seen in Amaldoss and Jain (2005a, 2005b). The following lemma 
establishes the condition for existence and uniqueness.

Lemma 18.1 There exists a rational expectations equilibrium that satisfi es (18.7). The 
equilibrium is unique if and only if (iff)

 h r (z) f2 [p 2 h(z) ] ,
1 1 bf1 [p 1 g(z) ]g r (z)

(1 2 b)
 (18.8)

where z is the equilibrium total demand at price p.

Note that the condition included in the above lemma imposes an upper bound on the 
size of conformism, namely h9(?) When conformism grows very large, we may observe 
bandwagons wherein all consumers buy or none buys the product. Further, we may 
face multiple equilibria in such situations. However, if conformism is absent we will still 
obtain a unique rational expectations equilibrium. Note that the lemma places no upper 
bound on the level of snobbishness. In fact, a higher desire for exclusivity will make it 
easier to satisfy condition (18.8).

Assuming that the condition specifi ed in Lemma 18.1 is satisfi ed, we analyzed how 
changes in price affect the aggregate demand as well as the demand from snobs and con-
formists. A key fi nding is summarized in the following proposition:

Proposition 18.1 If the market consists of only snobs or conformists, then the market 
demand always decreases with price. However, if the market consists of both snobs and 
conformists, then the demand from snobs will increase with price iff

 (1 2 b) f2 [p 2 h(z) ] (h r (z) 1 g r (z) ) . 1. (18.9)

However, the demand curve for conformists and the total demand curve are downward 
sloping.

This fi nding is very different from the results reported in the network externality 
or congestion externality literature, which has traditionally examined only one type 
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of externality. In the presence of only one type of externality, we will only observe a 
downward-sloping demand curve according to Proposition 18.1. However, in a model 
that includes both negative and positive externalities, consumers experiencing negative 
externalities can have an upward-sloping demand curve. To clarify the intuition for this 
proposition, we fi rst study a market consisting only of snobs (b 5 1). Then we consider a 
market consisting of both snobs and conformists, that is b [ (0, 1) .

According to Proposition 18.1, if the market comprises only snobs (b 5 1), then 
demand will decline as price rises. Note that if b 5 1, then ze 5 xe. In this case, the utility 
that a snob receives from consuming a product is

 Us 5 v 2 p 2 g(xe )  (18.10)

The impact of price on the consumer’s utility is given by

 
'Us

'p
5 2 1 2 g r (xe )

'xe

'p
 (18.11)

Consumers’ expectations are likely to be shaped by what they observe in their every-
day lives. For example, the sales of typical grocery items decline when price increases. If 
so, consumers are likely to expect demand to decline as price rises, implying that 'xe/'p 
will be negative. Further, if g r (   

#
  )  is sufficiently large, then consumer utility may increase 

with price. Consequently, as the price increases, the total number of consumers who will 
buy the product would increase – thus giving rise to an upward-sloping demand curve, 
that is 'x/'p .  0 . Note that there is an internal inconsistency in this line of reason-
ing. Specifi cally, if consumers expect 'xe/'p , 0, the outcome will lead to 'xe/'p . 0,
contradicting the requirement for a rational expectations equilibrium. Therefore the 
only equilibrium that is consistent with the rational expectations equilibrium in this case 
is the one in which demand is downward sloping ('x/'p , 0). A similar argument can 
establish that if the market consists of only conformists, then the demand curve will again 
be downward sloping.

Now consider a market that consists of both snobs and conformists, that is b [ (0, 1) .
On examining the effect of price on utility derived by snobs, we fi nd that

 
'Us

'p
5 2 1 2 g r (ze )

'ze

'p
 (18.12)

If the consumer expects the total demand to drop as price increases, then for a suffi-
ciently large g r (   

#
  )  consumer utility may increase with price, implying an upward-sloping 

demand curve for snobs. Thus it is possible that the total demand curve is downward 
sloping ('ze/'p , 0), while the demand from snobs is growing as price increases. To 
illustrate the possibility that there exist situations in which (18.8) and (18.9) are satisfi ed, 
consider the case where f1(?) and f2(?)are uniform with range (0, 1), b 5 1/2 and g(·) and 
h(·) are linear with g r ; l1 5 0.8 and h r ; l2. In this case it can be shown that (18.8) is 
always satisfi ed and furthermore (18.9) will be satisfi ed as long as l2 . 1.2.

Conventional wisdom suggests that snobs (not conformists) will demand more as price 
increases. Proposition 18.1 offers a potential basis for this common belief: the demand 
curve can be upward sloping at the equilibrium price for snobs, but not for conformists. 
Further, an upward-sloping demand curve for snobs is likely to be observed only when 
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the market includes a group of consumers who are (weakly) conformists. Specifi cally, 
the demand curve for snobs could be upward sloping even if h r ; 0; that is, there exists 
a segment of consumers whose utility is unaffected by the choices of other consumers. 
Our fi nding goes against the grain of Leibenstein’s claim (1950) that the demand curve 
for snobs will always be downward sloping.

Interestingly, the demand curve for conspicuous cosmetics such as lipsticks, mascara 
and eyeshadow is upward sloping for college-educated women (Chao and Schor, 1998). 
Specifi cally, for women with a college degree the price coefficient is 10.117. However, 
the price coefficient for the overall market is 20.157. It is useful to note that the cor-
relation between quality and price in this category is zero, implying that price is prob-
ably not a signal of quality. Similar results were observed in the case of mascara and 
eyeshadow. To the extent that college-educated women are more likely to be status 
conscious and desire exclusivity, these empirical fi ndings are consistent with our theo-
retical results.

Effect of snobbishness and conformism
Next we investigate how the degree of snobbishness or conformism infl uences equilib-
rium profi ts. To help us better appreciate how the nature of competition can potentially 
moderate these effects, we fi rst study a duopoly model. Later we contrast the duopoly 
results with those obtained in a monopoly model.

Consider a duopoly where fi rms are located at the opposite ends of a Hotelling line, 
with fi rm 1 positioned at 0 and fi rm 2 at 1. As discussed earlier, the market comprises 
snobs and conformists, with snobs accounting for b fraction of the consumers.

Consider a snob located at u on the Hotelling line. The (expected) indirect utility 
derived by this snob on purchasing product 1 is given by

 Us(ze
1, p1 ) 5 vsv1 2 p1 2 uts 2 lsz

e
1, (18.13)

where v1 is the base quality level for fi rm 1’s product, p1 is the price for product 1, and 
ze

1 is the expected total number of buyers for product 1. In this utility formulation vs 
refl ects the extent to which snobs are sensitive to quality, while ts captures the sensitivity 
of snobs to product characteristics (Grossman and Shapiro, 1984). The degree to which 
the consumers desire uniqueness is refl ected in ls $ 0. As ls increases, the consumer 
values uniqueness more. The corresponding indirect utility derived by the consumer from 
buying product 2 is given by

 Us(ze
2, p2 ) 5 vsv2 2 p2 2 (1 2 u )ts 2 lsz

e
2 (18.14)

As in the monopoly model, we denote the value distribution for snobs by a continuous 
distribution Fs(·) with a corresponding pdf fs(·). Further, each consumer buys at most one 
unit of the product. Therefore, the number of snobs who will buy product 1 is

 x1 5 bFs(us(ze
1 ) )  (18.15)

where us(ze
1 )  is the location of the snob who is indifferent between the two products for 

a given sales expectation ze
1. us(ze

1 )  is given by
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 us(ze
1 ) 5

ts 1 vs(v1 2 v2 ) 1 (p2 2 p1 ) 1 ls(1 2 2ze
1 )

2ts
 (18.16)

The other group of consumers in the market is labelled conformists. The indirect utility 
derived from product 1 by a conformist located at u is

 Uc (ze
1, p1 ) 5 vcv1 2 p1 2 utc 1 lcz

e
1 (18.17)

where v1 is the base quality level, p1 is the price for product 1, and ze
1 is the expected 

number of buyers for product 1. The parameters vc and tc refl ect the sensitivity of con-
formists to the quality and horizontal differentiation of a product, respectively, whereas 
lc (lc $ 0) captures the degree of consumer desire for conformity. Similarly, the utility 
of buying product 2 is given by

 Uc (ze
2, p2 ) 5 vcv2 2 p2 2 (1 2 u )tc 1 lcz

e
2 (18.18)

Assume that the value distribution for conformists is given by a continuous distribu-
tion Fc(·) with a corresponding pdf fc(·), and that the full market is covered. Then the 
number of conformists who will buy product 1 is given by

 y1 5 (1 2 b)Fc (uc (ze
1 ) )  (18.19)

where uc (ze
1 )  is the location of the conformist who is indifferent between the two products 

for a given expectation ze
1, and uc (ze

1 )  is given by

 uc (ze
1 ) 5

tc 1 vc (v1 2 v2 ) 1 (p2 2 p1 ) 2 lc (1 2 2ze
1 )

2tc
 (18.20)

On assuming that consumers are forming rational expectations, we have

 z1 5 x1 1 y1 5 ze
1 (18.21)

Using (18.15), (18.19) and (18.21), we derive the rational expectations equilibrium. The 
relevant equation is

V (z1 ) 5 bFsa ts 1 vs(v1 2 v2 ) 1 (p2 2 p1 ) 1 ls(1 2 2z1 )

2ts
b

 1 (1 2 b)Fca tc 1 vc (v1 2 v2 ) 1 (p2 2 p1 ) 2 lc (1 2 2z1 )

2tc
b 2 z1 5 0 (18.22)

Note that equation (18.22) implicitly describes the demand z1(p1, p2) if consumers form 
rational expectations. The following lemma establishes the condition under which there 
exists a unique rational expectations equilibrium for any price pair (p1, p2).

Lemma 18.2 There exists a unique rational expectations equilibrium for any given pair 
of prices (p1, p2) if and only if

 2
bls  fs(us)

ts
1

(1 2 b)lc  fc (uc )

tc
2 1 , 0 (18.23)
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at the equilibrium point where

 us 5
ts 1 vs(v1 2 v2 ) 1 (p2 2 p1 ) 1 ls(1 2 2z1 )

2ts
 (18.24)

 uc 5
tc 1 vc (v1 2 v2 ) 1 (p2 2 p1 ) 2 lc (1 2 2z1 )

2tc
 (18.25)

Condition (18.23) suggests that there is a unique rational expectations equilibrium if the 
net conformism effect, which is (1 2 b)lc  fc/tc, is small. It is easy to see that the net con-
formism effect will become small if the proportion of snobs in the population (b) and the 
horizontal differentiation (tc) increase. The net conformism effect would also decrease if 
lc and fc(·) diminish.2 Lemma 18.1 raises a natural question: what would happen if the net 
conformism effect were large? In such a case, even a small change in price could induce 
a bandwagon effect, and we would have multiple Nash equilibria. More precisely, when 
condition (18.23) is not satisfi ed, then we may obtain corner solutions that are asym-
metric solutions, even when the fi rms are completely symmetric a priori. For example, 
consider the case when the market consists of only conformists (b 5 0). Also assume that 
tc 5 1 and fc is uniform (0,1) and prices are the same. In this case, if lc > 1, then the con-
dition in Lemma 18.1 is violated. In such a situation, one fi rm sells to the entire market 
and the other fi rm has zero sales. We confi ne our attention to cases where (18.23) holds, 
so that we have a unique rational expectations equilibrium.

For analytical tractability, we assume that fs and fc are uniform. Although this assump-
tion guarantees the existence of a unique Nash equilibrium in prices, it is not a necessary 
condition. In fact, a weaker condition that ensures that the solutions are unique and 
stable is that  0  '2Pi/'p2

i  0  .  0  '2Pi/'pi'pj 0   and '2Pi/'p2
i , 0. These conditions imply that 

the profi t functions are concave and that own-price effects are stronger than cross-price 
effects. Such conditions on the reduced-form profi t functions hold for a wide variety of 
models.

We also assume that the marginal costs for both products are the same and equate them 
to zero. Note that, in our model, fs and fc could be different, implying that snobs could 
have a higher mean valuation for the products than conformists and vice versa. Also, as 
before, snobs and conformists could differ in their sensitivity to quality and horizontal 
product differentiation.

Now on studying how equilibrium profi ts and prices are affected by snobbishness and 
conformity in a monopoly as well as a duopoly, we have the following result:

Proposition 18.2 In a monopoly, the equilibrium profi ts are increasing in conformity 
and decreasing in snobbishness. In a duopoly, however, the results are reversed.

The intuition for the fi rst part of the proposition is easy to appreciate. Note that in a 
monopoly, as snobbishness increases, each additional sale exerts a greater negative exter-
nality on the sale of other units. Further, we know that

2 For example, if fc(·) is uniform, then the conformism effect decreases when the range of the 
uniform distribution increases
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'P*
'ls

5 p
'z
'ls

, 0. (18.26)

Thus the monopolist’s profi ts are hurt by the negative impact of snobbish behavior on 
the demand. Similarly,

 
'P*
'lc

5 p
'z
'lc

. 0. (18.27)

Thus, as conformism has a positive effect on demand, it helps to improve monopolists’ 
profi ts.3

The duopoly results are different from the monopoly results. The intuition for this can 
be understood by noting how conformity and snobbishness change the complexion of 
competition. First, consider the impact of conformity. As the number of consumers who 
buy product 1 grows, the value of the product increases for the conformists and there-
fore the relative value of product 2 decreases. This implies that a unit reduction in price 
by fi rm 1 affects its total demand in two ways. First, the price reduction makes fi rm 1’s 
product relatively more attractive than fi rm 2’s product, and so the demand for product 
1 increases. Second, as the consumers can rationally expect the demand for product 1 to 
increase, the value of the product for the conformists increases, and therefore they fi nd 
it even more attractive to buy product 1. Thus, as the degree of conformity increases, 
duopolists are lured to cut prices. The ensuing price competition causes the equilibrium 
prices to drop.

Next let us understand how increased snobbishness affects a duopolist’s profi ts. Now 
if fi rm 1 decreases its prices, it expects to get more consumers. However, this increase 
in demand reduces the value of the product for the snobs, and they are less likely to 
buy the product. Therefore, as the degree of snobbishness increases, reducing prices 
becomes less attractive to both the fi rms. The consequent reduction in price competi-
tion helps fi rms to charge higher prices and make more profi ts. Next we proceed to 
understand how quality difference between the fi rms in a duopoly affects equilibrium 
behavior.4

Effect of quality differences
Assume that the base quality of product 2 is better than that of product 1 (v1 < v2). To 
facilitate exposition, we fi rst consider the case where both snobs and conformists value 
quality equally (vs 5 vc) and the marginal costs of the two products are the same (c1 
5 c2). Later, we study the case where snobs value quality more than conformists. We 
have

3 In order to see this consider the following numerical example. Assume b = 1/2 and that the 
value distribution is uniform with range (0,1). In this case, absent social effects, a monopolist (who 
does not serve the full market) will charge a price 1/2 and make profi ts of 1/4. However, if ls = 0.2, 
lc = 0, the profi ts are reduced to 0.22 while the profi ts are 0.27 if lc = 0.2, ls = 0.

4 To see this, assume that b = 1/2 and v is sufficiently large so that the market is fully covered. 
In this case, absent social effects, a duopolist will charge a price 1 and make profi ts of 1/2. However, 
if lc = 0.2, ls = 0, the prices and profi ts reduce to 0.90 and 0.45 respectively. On the other hand, if 
ls = 0.2, lc = 0, then prices and profi ts increase to 0.55 and 1.1 respectively.
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Proposition 18.3 If v1 < v2 and vs 5 vc, then:
(a)  The higher-quality fi rm charges a higher price and has a larger total market share. 

Furthermore, as lc increases (or ls decreases), the higher-quality fi rm’s market 
share increases.

(b)  The higher-quality fi rm has a larger market share among conformists.
(c)  There exists a l*s  such that if ls . l*s , then the higher-quality fi rm has a lower 

market share among snobs.

The above result shows that the higher-quality fi rm charges a higher price and has a 
larger total market share. Thus increased conformism makes it profi table for the high-
quality fi rm to pursue market share. On the other hand, increased snobbishness reduces 
market share differences between the fi rms. This is because snobbishness motivates the 
higher-quality fi rm to raise prices rather than go after market share.

Further, if snobbishness is sufficiently large, then a majority of the snobs may purchase 
the low-quality product. It is important to note that, in our model, snobs prefer higher-
quality products to lower-quality products keeping all other things constant. Thus, as a 
product becomes more attractive due to its improved quality, the snobs correctly expect 
more consumers to buy the product. Hence the high-quality product becomes less attrac-
tive to snobs. Consequently, snobs may well buy a lower-quality product to differentiate 
themselves from others.

As this fi nding is very counterintuitive, we explore the conditions under which this 
result may hold. Note that Proposition 18.3 assumes that the snobs and conformists 
value quality equally and that the costs for each fi rm are the same even though they have 
different qualities. Next we examine whether demand-side effects, such as differences in 
consumer valuation for quality, can reverse the result. Later we study how supply-side 
effects, such as differences in manufacturing costs, could potentially change our results.

Proposition 18.4 If v1 < v2 and vs > vc, then for sufficiently low values of lc and ls and 
high values of vs, we fi nd that the high-quality fi rm has a lower market share among the 
conformists and a higher market share among the snobs.

The intuition for this fi nding is that, if snobs value quality highly, they will be willing 
to pay such a high price for the product that the product will become unattractive to the 
conformists, who value quality less. Consequently, in contexts where snobs have a strong 
preference for quality, most of the snobs will buy the higher-quality product at a higher 
price whereas the conformists may purchase the lower-quality product at a lower price.

To explore whether supply-side factors can reverse the results in Proposition 3, con-
sider the case where the costs for the two products are different and it costs more to 
produce a higher quality product. Specifi cally, assume that the marginal cost for produc-
ing a product of quality v is c(v) where c9(·) $ 0. Further assume that the fi xed costs for 
producing a product of quality v is C(v) with C9(·) $ 0. We have

Proposition 18.5 If v1 < v2 and vs 5 vc 5 v, then the high-quality fi rm has a smaller 
market share among snobs and a larger market share among the conformists if ls . l*s, 
as long as v $ c9(v1). If v < c9(v1) and ls . l*s, then the higher-quality fi rm has a higher 
market share among snobs and a lower market share among the conformists.
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It is useful to note that in Proposition 18.3, c9(·) 5 0. The preceding result clarifi es that 
the results of Proposition 18.3 would be reversed by cost effects only under the rather 
strong condition that the marginal costs of quality are higher than the marginal value of 
quality to the consumer. To the extent that this condition is unlikely to be satisfi ed, this 
result adds strength to the claim made in Proposition 18.3.5

It is commonly believed that snobs tend to buy high-quality products at high prices. 
Propositions 18.3, 18.4 and 18.5 provide a useful clarifi cation of the theoretical basis for 
such a behavior. We are likely to observe such behavior when snobs value quality much 
more than others. In reality, it is quite likely that vs is higher than vc in many contexts. So 
we might often see snobs buying high-quality products at high prices. It is useful to note 
that our results suggest that snobs purchase high-quality products despite snobbishness 
and not because of it.

Now we examine how sensitivity to product quality, either among snobs or conform-
ists, affects fi rms’ profi ts.

Proposition 18.6 If v1 < v2, then as v1 or v2 increases the profi ts of fi rm 1 decrease and 
the profi ts of fi rm 2 increase.

The result is intuitive. As expected, a fi rm with a quality advantage benefi ts as consum-
ers become more sensitive to quality.

Discussion We have analyzed how some social factors such as desire for uniqueness and 
conformism may infl uence the behavior of fi rms and consumers. First we established that 
more snobs may purchase a conspicuous good when its price increases. However, the 
overall demand and the demand from conformists decline as price increases. This fi nding 
also holds in the case of a duopoly (see Amaldoss and Jain, 2005b), implying that market 
structure does not drive this result. On the other hand, the effect of snobbishness and con-
formism on equilibrium profi ts is moderated by market structure. In a monopoly, profi ts 
increase with conformism but decline with snobbishness. The converse holds in the case 
of a duopoly. Finally, we found that the fi rm offering a higher-quality product is likely to 
charge a higher price and gain a larger market share, especially among conformists. But 
when snobbishness is sufficiently high the snobs may well buy the lower-quality product. 
Our analysis also clarifi es that snobs may purchase a high-quality product not because 
of their snobbishness but despite it.

A central assumption of our theoretical model is that consumers form rational expec-
tations. Simple introspection tells us that it not easy for individuals to do so. Further, 
several studies reject the possibility that individual people can form rational expectations 
(Schmalensee, 1976; Garner, 1982; Williams, 1987; Smith et al., 1988). Market-level 
experimental studies, however, suggest that people can form adaptive expectations and 
still move toward the rational expectations equilibrium (see Sunder, 1995 for a review). 
A related question is whether individuals merely forming adaptive expectations can 
converge to the rational expectations equilibrium predictions of our model. To explore 

5 To see why this condition is too strong, consider the case when c9(v1) > v. It can then be shown 
that fi rm 1 can benefi t by choosing a lower quality.
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this issue theoretically, we studied the case where consumers form adaptive beliefs using 
the Cournot learning process. Our analysis shows that if consumers play according to 
Cournot dynamics, then the equilibrium demand converges to that under the rational 
expectations equilibrium (see Amaldoss and Jain, 2005a for more details).

Note that experimental economics literature suggests that consumer learning is often 
not purely guided by a belief-based mechanism (e.g. Cournot mechanism). Learning 
could well be infl uenced by reinforcement of past choices. The experience-weighted 
attraction (EWA) learning model proposed by Camerer and Ho (1999) is a hybrid model 
that includes features of both reinforcement and belief learning. On using EWA param-
eter estimates of 4 3 4 constant sum games reported in Camerer and Ho (1999, p. 852, 
column 3), we fi nd that adaptive learning can converge toward the rational expectations 
equilibrium. This raises hope that our equilibrium predictions may survive in a market 
despite the bounded rationality of consumers.

4.  Model validation
It is a challenge to test our model in a fi eld setting because consumers may not be forth-
coming with their social preferences. Alternatively, we can estimate the social effects from 
the actions of consumers. This avenue faces several econometric issues. For example, the 
simultaneity in the actions of strategic players makes it difficult to separate the endog-
enous and exogenous interactions in the model. Furthermore, unobserved group char-
acteristics may be correlated with the exogenous variables. In an attempt to circumvent 
such econometric issues and directly test the model, we pursue a different path. In the 
tradition of experimental economics literature, we test our model under controlled labo-
ratory conditions. The experimental investigation addresses two key questions:

1. Do more snobs buy as price increases? In our laboratory test, more snobs purchased 
the product when price increased. In addition to fi nding strong support for the quali-
tative predictions of the model, we have moderate support for the point predictions. 
Our theory also predicts that the demand curves for conformists and the total market 
should be downward sloping, and we also fi nd support for this claim.

2. Are the expectations of subjects consistent with the rational expectations model? We 
tracked the beliefs that guided the purchase decisions of subjects in every trial of the 
experiment. On average, the expected demand was consistent with the actual demand 
and the rational expectations equilibrium predictions. We observe variation in the 
behavior of individual subjects, implying that the model prediction survives at the 
aggregate level rather than at the individual level.

Our analytical model assumes a continuous distribution in values, but it is difficult 
to validate such a model in a laboratory setting with a small sample of subjects. As our 
theory does not crucially depend on the continuity assumption, we next outline a discrete 
version of our model and test its predictions.

Empirical model
We use a discrete distribution of valuations that is conducive to test the model with a 
population of 20 subjects. The approach of testing a continuous model using a discrete 
version is common in experimental economics (e.g. Smith, 1982). Table 18.1 presents the 
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distribution of valuations for ten snobs (labeled Type A buyers in our experiment) and 
ten conformists (Type B buyers in our experiment).6 We used g(z) 5 0.5z and h(z) 5 0.6z. 
The resulting equilibrium demand curve for snobs is (weakly) upward sloping, while it is 
(weakly) downward sloping for conformists and the total market. In our initial study, we 
use two price points to trace the slope of the demand curve. Later, in Studies 2 and 3, we 
will use three price points to trace the demand curve.

Procedure
To test the model, we used a within-subject design with two levels of prices. Using price 
points 5.9 and 6.9 francs, we traced the changes in demand among snobs and conform-
ists. We ran two groups comprising 20 subjects each. In Group 1 the price was low in the 
fi rst 30 trials and high in the next 30 trials. In Group 2 the order of price presentation 
was reversed.

We recruited business school students for the study promising them a show-up fee of 
$5 and additional monetary reward contingent on their performance. All transactions 
were in an experimental currency called ‘francs’ which were converted into US dollars at 
the end of the experiment.

In our experiment, we simulated the retail market environment where the seller posts 
price and promises to supply its product to all buyers who are willing to pay the posted 
price (see Smith, 1982 for a discussion on the posted prices market, and its implications 
for market efficiency). The computer played the role of seller, and buyers could not nego-
tiate the price with the seller.

Each subject was randomly assigned to play the role of either a Type A or Type B buyer. 
Type A buyers value the product less when more people own the product. Consequently, 
the actual value of the product systematically drops below the base value when more 
people choose to buy it. For example, consider the Type A buyer whose base valuation for 
the product is 9.5 francs. If a total of fi ve Type A and Type B buyers purchase the product, 
the actual value of the product will fall to 7 francs (that is, 9.5 2 (0.5 3 5) 5 7).

On the other hand, Type B buyers value the product more when more people own it. 
Hence the actual value of the product rises above the base value when more people choose 
to buy it. For example, consider the Type B buyer whose base valuation is 2 francs. If 

6 We named the two types of buyers as Type A and Type B buyers, rather than as snobs and 
conformists, so that the behavior of subjects is guided purely by the negative and positive external-
ity captured in our model.

Table 18.1  Value distribution for the empirical model

SA
1 SA

2 SA
3 SA

4 SA
5 SA

6 SA
7 SA

8 SA
9 SA

10

Type A 2 3 4 5 6 9.5 10.1 10.6 11.2 11.4

SB
1 SB

2 SB
3 SB

4 SB
5 SB

6 SB
7 SB

8 SB
9 SB

10

Type B 0.1 0.2 0.5 0.55 0.7 1.5 2 2.5 3.5 5

Note: Si
j refers to Subject j of Type i.
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a total of fi ve Type A and Type B buyers purchase the product, the actual value of the 
product will increase to 5 francs (that is, 2 1 (0.6 3 5) 5 5).

At the start of every trial, subjects were endowed with 7 francs so that they had suffi-
cient funds to afford the product. As our model is a complete information game, subjects 
were informed of g(z), h(z), the value distributions, and price of the product. Detailed 
instructions can be seen in Amaldoss and Jain (2005a). The type of subjects, the total 
number of subjects and the base valuations remained fi xed in all trials.

In every trial, each subject had to decide whether or not to purchase the product. 
Subjects were asked to provide demand projections. Then, using these demand projec-
tions, the computer showed the expected value of the product. Subjects could revise their 
demand projections, and obtain new estimates of the likely value of the product. We 
used the demand projections to track the expectations that guided the decisions of the 
subjects.

After all the buyers had made their decisions, the computer counted the total number 
of subjects who purchased the product. Then, based on this, the actual value of the 
product for each subject was assessed. The payoff to a subject who bought the product 
was obtained by adding the endowment to the actual value of the product and then 
deducting the price paid. The subjects who did not buy the product kept the endowment. 
At the end of every trial, each subject was informed of the number of Type A and Type 
B buyers who purchased the product, and the payoff for the trial.

In order to make subjects familiar with the structure of the game, they were allowed 
to play three practice trials for which they received no monetary reward. Then they 
played 60 trials, and the price condition changed after 30 trials. At the end of 60 trials, 
subjects were paid according to their cumulative earnings. Finally, they were debriefed 
and dismissed.

Results
First, we study the quantity demanded by snobs and conformists. Then we investigate 
the expectations that could have shaped the decisions of our subjects. The experimental 
results are consistent with the predictions of the model. We observe an upward-sloping 
demand curve for Type A buyers (snobs), and a downward-sloping demand curve for 
Type B buyers (conformists). On average, the expected demand is also consistent with the 
rational expectations equilibrium solution. However, we observe variations in the beliefs 
and actions of individual subjects.

Analysis of aggregate demand The empirical results are consistent with the qualitative 
predictions of the equilibrium solution. However, we see some departures from the point 
predictions of the model. Also, there is a signifi cant trend in the demand pattern over 
the several iterations of the game. Table 18.2 presents the mean quantity demanded by 
the two types of buyers, and the corresponding equilibrium predictions.

QUALITATIVE PREDICTIONS The model makes four qualitative predictions. First, the 
demand for the product among Type A buyers (snobs) should grow as the price increases. 
The average demand was 1.53 units, when the product was priced 5.9 francs. But when 
the price increased to 6.9 francs, the demand rose to 3.57 units. We can reject the null 
hypothesis that these demand levels are the same (F(1,118) 5 92.83, p < 0.0001). We obtain 
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similar results in each of the two groups. In Group 1, the average demand grew from 
1.33 to 3.43 units, as the price rose from 5.9 to 6.9 francs, and this difference in demand 
is signifi cant (F(1,58) 5 94.25, p < 0.0001). In Group 2, the mean demand correspondingly 
increased from 1.93 to 3.7 units (F(1,58) 5 27.66, p < 0.0001).

Second, in equilibrium the Type B buyers (conformists) should demand less as the 
price increases. In actuality, the average demand of Type B buyers across the two groups 
declined from 9.12 to 3.08 units, when the price rose from 5.9 to 6.9 francs. This shift in 
demand is signifi cant (F(1,118) 5 573.31, p < 0.0001). We see similar results at the level of 
individual groups. In Group 1, on average the demand dropped from 9.03 to 2.9 units 
(F(1,58) 5 749.48, p < 0.0001). In Group 2, the demand declined from 9.2 to 3.26 units, as 
the price increased (F(1,58) 5 171, p < 0.0001).

Third, the model predicts that the overall demand should fall as price increases. The 
mean actual demand dropped from 10.65 to 6.65 units, when price rose from 5.9 to 6.9. 
This change in average demand is signifi cant (F(1,118) 5 199.93, p < 0.0001). We obtain 
similar results in each of the two groups (Group 1: F(1,58) 5 134.81, p < 0.0001; Group 2: 
F(1,58) 5 89.67, p < 0.0001).

Fourth, when the price is 5.9 francs, conformists should demand the product more 
than snobs. Consistent with this prediction, the conformists demanded on average 
9.12 units across both groups. On average, snobs demanded only 1.53 units. A paired 
comparison of the units demanded by snobs and conformists reveals that the observed 
difference in demands is signifi cant (t 5 42.15, p < 0.0001). We observe similar results in 
both Group 1 and Group 2. In Group 1, the average demand of conformists was 9.03, 
which is more than the 1.13 units demanded by snobs (t 5 45.10, p < 0.0001). In Group 
2, the conformists and snobs bought on the average 9.2 and 1.93 units, respectively (t 5 
23.69, p < 0.0001).

Finally, when the price is 6.9 francs, snobs should demand more than conformists. 
On average across the two groups, snobs and conformists bought 3.56 and 3.08 units, 
respectively. We cannot reject the null hypothesis that these quantities are the same (t 5 
1.5, p > 0.13). On closer examination, we note that the difference in demand is marginally 
signifi cant in Group 1, but not in Group 2. In Group 1, the mean quantity purchased by 
snobs and conformists is 3.43 and 2.9 units, respectively (t 5 1.97, p < 0.058). In Group 
2, snobs and conformists purchased 3.7 and 3.26 units, respectively (t 5 0.73, p > 0.2).

DISTRIBUTION OF AGGREGATE DEMAND The equilibrium solution provides point predic-
tions about demand, but the actual demand varies over the several trials of the experiment. 

Table 18.2  Mean demand

Price Type A buyers (snobs) Type B buyers (conformists)

Actual demand Prediction Actual demand Prediction

Group 1 Group 2 Both Group 1 Group 2 Both

5.9 1.33 (0.78) 1.93 (1.08) 1.53 (1.02) 1 9.03 (0.67) 9.2 (0.87) 9.12 (0.78) 10
6.9 3.43 (1.04) 3.70 (1.49) 3.57 (1.28) 4 2.90 (1.02) 3.26 (2.31) 3.08 (1.79)  2

Note: The standard deviations are presented in parentheses.
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The model predicts that if the price is 5.9 francs, then one snob should buy the product. 
Over the 60 trials across the two groups, the actual quantity demanded ranges from 0 to 
4, with mean 5 1.53, median 5 2 and mode 5 2. But if the price rises to 6.9 francs, then 
in theory four snobs should buy the product. We observe that the actual demand ranges 
from 1 to 6, with mean 5 3.56, median 5 4 and mode 5 4.

In equilibrium, the conformists should demand ten units when the price is 5.9 francs. 
The actual demand ranged from 7 to 10 units, with mean 5 9.11, median 5 9 and mode 
5 9. If the price is increased to 6.9 francs, then in theory the demand should drop to 2 
units. The observed demand ranged from 0 to 8 units, with mean 5 3.08, median 5 3 
and mode 5 2. This suggests that, although the observed behavior is consistent with the 
qualitative predictions of the model, there are departures from the point predictions of 
the equilibrium solution.

TRENDS IN AGGREGATE DEMAND In the analyses discussed above, we have aggregated the 
demand across groups and trials, which could mask trends in demand. Now we compute 
the mean for each block of fi ve trials across the two groups. These block means were 
computed across the two groups. Statistical analysis of the block means suggests that 
conformists evince a signifi cant trend in demand, when the price is 6.9 francs (F(5,20) 5 
9.76, p < 0.0001), but only a marginal trend when the price is 5.9 francs (F(5,20) 5 2.34, 
p < 0.08). The trends in the demand pattern of snobs are much weaker. It is marginally 
signifi cant at 6.9 francs (F(5,20) 5 2.87, p < 0.05), and not signifi cant at 5.9 francs (p < 0.2). 
This suggests that we observe some learning in the experiment.

These trends raise an interesting question: how did our subjects behave in the very fi rst 
trial? We fi nd that three Type A buyers and two Type B buyers bought the product at 6.9 
francs in Group 1. In the other group, three buyers of each type purchased the product at 
6.9 francs. Thus the actual aggregate demand was quite close to the predicted total demand 
of six units. When the price was 5.9, we fi nd that one Type A buyer and nine Type B buyers 
bought the product in the fi rst trial in Group 1, whereas three Type A and eight Type B 
buyers purchased the product in Group 2. Again, the actual total demand is not very differ-
ent from the predicted demand of eleven units. On examining the segment-level demand, we 
see some departures from the predicted behavior. However, the demand patterns are direc-
tionally consistent with the predictions of the theory. In particular, the average demand 
from Type A buyers (snobs) increased from two to three units as price increased, while the 
demand from conformists decreased from 8.5 to 2.5 as price increased. This informal analy-
sis of the fi rst trial data suggests that through introspection subjects were able to behave in 
a manner consistent with the aggregate equilibrium predictions. The purchases in the sub-
sequent trials could be tracked by adaptive decision-making. Amaldoss and Jain (2005a) 
provide more details on how well adaptive learning models can be fi tted to our data.

VARIATION BY VALUATION Whether or not a subject buys the product depends on her base 
valuation and the number of people she expects to buy the product. In equilibrium, each 
player should play a pure strategy, and that strategy changes with the base value of the 
product. For instance, when the price is 5.9 francs, only the Type A buyer with a base 
value of 11.4 francs should buy the product. All others should not buy the product. On 
the other hand, when the price is 6.9 francs, only the Type A buyers with the four top base 
valuations should buy the product. Subjects did not always play the predicted strategies, 



414  Handbook of pricing research in marketing

as predicted. Yet the aggregate behavior is directionally consistent with the model predic-
tion. We observe similar behavior among Type B buyers.

Analysis of expectations Thus far we have examined how purchase behavior conforms 
to the rational expectations equilibrium solution. In every trial of the experiment, sub-
jects were asked to guess the number of Type A and Type B buyers who might purchase 
the product. Using these demand projections, we can explore whether the expectations 
of our subjects are consistent with the outcomes and the equilibrium solution. Note that 
each subject forecast the number of Type A and Type B buyers who would purchase 
the product. The mean expected demand is computed by averaging the expectations of 
all the subjects. Table 18.3 presents the mean expected demand, along with the rational 
expectations equilibrium solution. It is reassuring to observe that the expected demand is 
congruent with the observed outcomes and the qualitative predictions of the model, but 
there is a wide variation in expectations. Further, we discern a trend in expectations over 
multiple iterations of the game.

QUALITATIVE PREDICTIONS In keeping with the theory, our subjects expected snobs to buy 
more when the price was high. Across the two groups, the mean expected demand of snobs 
increased from 1.63 to 3.38 units as the price rose from 5.9 to 6.9 francs (F(1,2398) 5 853.65, p 
< 0.0001). On the other hand, conformists were expected to buy less as the price rose. The 
average expected demand dropped from 8.08 to 3.52 units as the price increased (F(1,2398) 5 
2126.39, p < 0.0001). The changes in expected demand follow a similar pattern within each 
group. Finally, consistent with theory, the mean aggregate demand was expected to drop as 
price increased (F(1,2398) 5 554.01, p < 0.0001). The results are similar within each group.

The model assumes that expectations are correct; that is, the actual demand and the 
expected demand are the same. Indeed, the mean observed demand and the expected 
demands are similar. When the price was 6.9 francs, the average actual and expected total 
demands were 6.65 and 6.89 units, respectively. We cannot reject the null hypothesis that 
these demands are the same (t 5 0.11, p > 0.2). When the price dropped to 5.9 francs, the 
actual and expected demand were on average 8.45 and 9.11 units, respectively. Again, we 
cannot reject the null hypothesis that these demands are the same (t 5 0.39, p > 0.2).

DISTRIBUTION OF EXPECTATIONS In equilibrium, one snob should buy if the price is 5.9 
francs. The expectations range from 0 to 10, with mean 5 1.63, median 5 1 and mode 

Table 18.3  Mean expected demand

Price Type A buyers (snobs) Type B buyers (conformists)

Expected demand Prediction Expected demand Prediction

Group 1 Group 2 Both Group 1 Group 2 Both

5.9 1.40 (1.19) 1.86 (1.59) 1.63 (1.42) 1 8.82 (1.34) 7.35 (3.52) 8.08 (2.76) 10
6.9 3.56 (1.24) 3.20 (1.72) 3.38 (1.51) 4 3.17 (1.40) 3.86 (2.47) 3.52 (2.04)  2

Note: The standard deviations are presented in parentheses.
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5 1. In theory, the demand should be four units, if the price is increased to 6.9 francs. 
We note that the expectations range from 0 to 10, with mean 5 3.38, median 5 3 and 
mode 5 4. Thus, although the expectations vary widely, they conform to the qualitative 
predictions of the model.

Our subjects expected anywhere from none to all of the conformists to buy the product 
at both prices. Yet, as before, the distributions of expectations are qualitatively consist-
ent with the equilibrium solution. If the price is 5.9, all conformists should buy. The 
corresponding expectations followed a distribution with mean 5 8.86, median 5 9 and 
mode 5 9. But if the price is 6.9, then two conformists should buy. The expectations were 
distributed with mean 5 3.51, median 5 3 and mode 5 3.

TRENDS IN EXPECTATIONS We also examined the trends in expected demand over blocks 
of fi ve trials. An analysis of variance suggests that the block means are signifi cantly differ-
ent for snobs (Price 5 5.9: F(5,780) 5 66.79, p < 0.001; Price5 6.9: F(5,780) 5 4.35, p < 0.001). 
The results are similar for conformists.

Discussion The experimental results show that in a market comprising both snobs 
and conformists we could observe an upward-sloping demand curve as predicted by 
the rational expectations equilibrium. In this study, we used two price points to trace 
the demand curve. Assessing the demand at three price points using a within-subject 
experimental design could add to the robustness of the experimental fi nding. In Study 2, 
presented in Amaldoss and Jain (2005a), we used three price points to trace the demand 
curve. Furthermore, in contrast to Study 1, we provided subjects additional monetary 
incentive for making accurate demand forecasts. The payoff based on purchase decision 
was similar to the experiment described earlier. The additional payoff based on accuracy 
of the total demand projection 5 5 2 (  0  e 0  /2)  where e is the difference between actual 
and forecasted demand. The fi ndings of this additional study are consistent with the 
theoretical predictions.

Another interesting implication of our theory is that, if the market comprises only 
snobs, then it exhibits a downward-sloping demand curve. We fi nd experimental support 
for this prediction (see Study 3 in Amaldoss and Jain, 2005a for more details). A related 
question is whether or not more snobs will purchase a product as price increases in a 
duopoly market. The answer is yes. Interested readers can fi nd theoretical and experi-
mental support for this claim in Amaldoss and Jain (2005b).

5.  Summary and directions for future research
In this chapter, we attempted to explore how social needs may infl uence strategic pricing. 
The theoretical and empirical analysis offers some useful insights about pricing of con-
spicuous goods.

1. What is the effect of consumer desire for uniqueness or conformity on the demand 
pattern for conspicuous goods? We show that in a market comprising snobs and 
conformists, demand among snobs may increase as the price of a product increases. 
However, the demand among conformists, as well as the total market demand, may 
decrease as price rises. The intuition for this result is that snobs prefer a higher-priced 
product if they expect the overall demand to be lower at the higher price, and such 
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an expectation will be rational only if the conformists have a downward-sloping 
demand curve. Hence, in a market comprising either only snobs or conformists, the 
demand curve is downward sloping. It is useful to note that our result does not rely 
on signaling either product quality or wealth of consumers.7 We fi nd support for our 
model predictions in our experiments and also in the empirical research of Chao and 
Shor (1998).

2. How does consumer desire for uniqueness or conformity affect fi rms prices and 
profi ts? In a monopoly, conformism is conducive to fi rms’ profi ts, whereas snob-
bishness hurts fi rms’ profi ts. In a duopoly, on the other hand, the desire for unique-
ness leads to higher prices and profi ts. The intuition for this result is as follows. As 
the price of a product falls, this attracts more buyers, and thereby makes the product 
less appealing to the snobs. Thus fi rms are less inclined to cut prices as snobbishness 
increases. The resulting softening in price competition increases fi rm profi ts. In con-
trast, conformism encourages price competition and thus reduces fi rm profi ts.

3. Do consumers buy high-quality products because of their desire for uniqueness? It is 
commonly believed that snobs buy high-quality products at high prices. In contrast 
to this perception, we fi nd that when snobbishness is sufficiently large, snobs might 
actually buy a lower-quality product. However, if snobbishness is low and snobs 
have a strong preference for quality, then we might observe them buying high-quality 
products. Hence snobs purchase high-quality products despite snobbishness and not 
because of it.

There are several avenues to further investigate how social factors may infl uence fi rm 
behavior. Next we discuss some of these research opportunities.

The theoretical model discussed in this chapter is a single-period game. As producers 
of conspicuous goods typically make multiple pricing decisions over a long time horizon, 
it would be useful to investigate how social effects affect fi rms’ pricing policies over time. 
For example, it is plausible that desire for conformity could lead to penetration pricing. 
We also did not examine how heterogeneity among consumers in the need for uniqueness 
or conformity could impact the results, and it is useful to explore such issues. We note 
that, while there is a large body of research on reference groups, extant research has yet 
to investigate the implications of these social groups for fi rm behavior. Our theoretical 
model can be adapted to formally study reference group effects (for one such attempt see 
Amaldoss and Jain, 2007).

The issue of brand equity has attracted the attention of marketing scholars for a long 
time. Researchers have examined the factors that determine the success of brand exten-
sions (see Aaker and Keller, 1990; Reddy et al., 1994), and the impact of failed brand 
extensions on the parent brand (e.g. Keller and Aaker, 1992). It is possible to modify 
the framework proposed in this chapter to examine how social effects can moderate the 
success of brand extensions. It would also be interesting to investigate how fi rms should 
price multiple product lines in the presence of social effects.

Word of mouth is well recognized as an important source of information. While 

7 In fact, an explanation based on signaling status cannot account for an upward-sloping 
demand curve for snobs (see Corneo and Jeanne, 1997).
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previous research has examined the issue of product adoption and advertising in the 
presence of word of mouth (see for example Mayzlin, 2006), researchers have not exam-
ined the issue of pricing in markets where word of mouth is the primary means of com-
munication. Finally, it would be useful to test our model predictions using fi eld data on 
consumption of conspicuous goods.
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19  Online and name-your-own-price auctions: 
a literature review
Young-Hoon Park and Xin Wang*

Abstract
With the explosive growth of activity in online auctions, considerable recent research studies 
this market mechanism. We survey recent theoretical, empirical and experimental research on 
the effects of auction design parameters (including minimum price, buy price and duration) 
and bidding strategies (including reference price, auction fever and dynamic bidding behavior) 
in online auctions, as well as literature dealing with competition in online auctions. We also 
discuss the name-your-own-price mechanism, in which the buyer determines the price, which 
the seller can either accept or reject. The review concludes with a proposed agenda for future 
research.

1.  Introduction
The growth of the Internet has transformed markets for antiques, collectibles, consumer 
electronics and jewelry, to name just a few. In particular, online auctions have become 
popular and important venues for conducting business transactions. eBay Inc., the most 
widely recognized and largest online auction venue, has witnessed tremendous growth 
during the past decade, as shown in Figure 19.1.1 From its humble origins as a trading 
post for Beanie Babies’ collectors, eBay achieved 222 million confi rmed registered users 
in the fourth quarter of 2006, representing a growth rate of 23 percent. These users gener-
ated a total of 610 million listings, and the listings helped drive eBay gross merchandise 
volume, or the total value of all successfully closed items on its trading platforms, to $14.4 
billion, for a growth rate of 20 percent.2

In addition, the emergence of the Internet and its extensive electronic commerce pro-
vides companies with the opportunity to experiment with various innovative pricing 
models. A well-known example is the name-your-own-price (NYOP) model and, more 
generally, the concept of online haggling. In an NYOP setting, instead of posting a price, 
the seller waits for an offer by a potential buyer that he or she can then accept or reject. 
The relative ease of transacting in electronic markets makes this pricing mechanism 
viable, especially in the emergence of several new price intermediaries, such as Priceline.
com, which implemented an NYOP model for selling airline tickets, rental cars and vaca-
tion packages.

Concurrent with this explosive growth of activity in online and NYOP auctions comes 
considerable research in recent years to study these market mechanisms. The enormous 

* We would like to thank Vithala Rao and an anonymous reviewer for their comments and 
suggestions.

1 eBay Inc. fi nancial releases from second quarter 1998 to fi rst quarter 2007 are available at 
http://investor.ebay.com/results.cfm.

2 eBay Inc. fi nancial releases from fourth quarter 2006 are available at http://investor.ebay.
com/results.cfm.



420

0

10
0

20
0

30
0

40
0

50
0

60
0

70
0

19
98

2Q
19

98
4Q

19
99

2Q
19

99
4Q

20
00

2Q
20

00
4Q

20
01

2Q
20

01
4Q

20
02

2Q
20

02
4Q

20
03

2Q
20

03
4Q

20
04

2Q
20

04
4Q

20
05

2Q
20

05
4Q

20
06

2Q
20

06
4Q

T
im

e

Million

0246810121416

Billion ($)

G
ro

ss
 m

er
ch

an
di

se
 v

ol
um

e
R

eg
is

te
re

d 
us

er
s

A
uc

tio
n 

lis
tin

gs

F
ig

ur
e 

19
.1

 
R

eg
is

te
re

d 
us

er
s,

 a
uc

ti
on

 li
st

in
gs

 a
nd

 g
ro

ss
 m

er
ch

an
di

se
 v

ol
um

e 
on

 e
B

ay



Online and name-your-own-price auctions   421

amount of readily available fi eld data, emergence of innovative auction design features, 
and precise and simple rules for bidders and sellers on auction platforms such as eBay 
have created excellent research opportunities. This chapter reviews that recent research 
on online and NYOP auctions and thus provides an overview of theoretical, empirical and 
experimental research. We limit the scope of this chapter to recent research in the mar-
keting fi eld. In particular, we organize this review according to two major areas: online 
auctions (including auction designs, bidder behavior and competition) and NYOP auc-
tions. Although we attempt to cover all major aspects of research in the fi eld, we exclude 
the reputation construct, because most research into the relationship between feedback 
ratings and auction outcomes is conducted by economists and is well documented in eco-
nomics literature (e.g. Bajari and Hortaçsu, 2004). We refer interested readers to Bajari 
and Hortaçsu (2004) for a review of Internet auctions in economics literature.3 Interested 
readers also may choose to peruse a few recent review articles (e.g. Ockenfels et al., 2006; 
Pinker et al., 2003) and discussion papers (e.g. Chakravarti et al., 2002; Cheema et al., 
2005) pertaining to online auctions.

The rest of this chapter is organized as follows. In Section 2, we discuss research fi nd-
ings pertaining to the effects of auction design parameters (e.g. minimum bid, buy price, 
duration) on auction outcomes. Then, in Section 3, we detail research fi ndings that show 
that bidders are susceptible to both static and dynamic context effects and allow situ-
ational factors or irrelevant cues to infl uence their decisions. This section includes insights 
from recent research regarding the infl uence of reference prices, auction fever and bidding 
dynamics on bidding outcomes. In Section 4, we discuss the impact of competition on 
bidding behavior in online auctions. In addition, we present research fi ndings on the 
NYOP auction mechanism in Section 5. We conclude with directions for future research 
in Section 6.

2.  Auction design in online auctions
Online auctions have precise and simple rules, which greatly facilitates theoretical analy-
ses because it limits the complexity of strategic decisions by market participants. The huge 
amount of data readily available in electronic form further facilitates empirical studies. 
As a result, literature on online auctions has quickly produced insights into the effects 
of online auction design parameters on a variety of auction outcomes. In this section, 
we discuss research fi ndings regarding the effects of the seller’s design parameters (e.g. 
minimum price, buy price, duration) on auction outcomes on the basis of a mixture of 
empirical, experimental and theoretical research in online auctions.

Minimum price
Minimum price (or starting or minimum bid) represents a form of reserve price, usually 
publicly observable and contractual. When a seller sets the minimum bid below her valu-
ation, she often combines this strategy with either a secret reserve price or shill bidding. 

3 We also exclude research on traditional auctions. Several important articles in econom-
ics discuss auction theory in general (e.g. Milgrom, 1989; Milgrom and Weber, 1982; Riley and 
Samuelson, 1981; Vickrey, 1963). Although these articles are crucial for understanding auction 
theory as it relates to online auctions, they are not specifi cally concerned with online auctions per 
se and thus are not included in this research.
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The latter two are not made public; shill bidding is a type of fraud. However, both have 
similar effects on the minimum price: a trade occurs only if the fi nal highest bid is above 
the secret reserve price or the shill bid. Although the details may differ, theoretical models 
share a few predictions that represent some of the earliest ideas studied in the fi eld. The 
fi rst basic hypothesis states that reserve prices (whether public or secret) should reduce the 
number of bids and bidders in an auction. The second hypothesis posits that the number 
of auctions that end without a trade should increase with the use of reserve prices.

Reiley (2006) tests hypotheses regarding reserve prices in fi rst-price, sealed-bid auc-
tions on Internet newsgroups, using fi eld experiments of collectible trading cards from 
the game ‘Magic: The Gathering’. By systematically varying the reserve-price levels as a 
fraction of each card’s book value while keeping everything else constant, he fi nds that 
imposing a public reserve price can reduce the number of bidders and increase the chance 
of goods being unsold. However, conditional on a transaction taking place, having a 
reserve price increases the revenues received on the goods. Moreover, bidders clearly 
exhibit strategic behavior in their reactions to public reserve prices. High-value bidders, 
for example, raise their bids above the reserve in anticipation that rival bidders will do 
the same. The increased reserve-price level also seems to reduce the number of bidders 
and the probability of sale, although auctions with a reserve price tend to receive higher 
revenue than those without, conditional on sale.

Similarly, through fi eld experiments, Ariely and Simonson (2003) document a positive 
correlation between the minimum price and the auction price. In particular, their experi-
ment suggests that a high minimum price generates a higher auction price when bidders 
cannot compare the prices of two items. Furthermore, although low minimum prices tend 
to draw more bidders, the bids generally are low and insufficient to create a price war. 
Therefore low minimum prices often lead to lower auction prices.

Another role of minimum price is signaling. On eBay, as on most online auction sites, 
bidders know that an auction has a secret reserve and whether that reserve has been met. 
In an interesting contrast, traditional, live auction houses such as Christie’s and Sotheby’s 
do not inform bidders whether any secret reserve price has been exceeded. Bajari and 
Hortaçsu (2003) examine the effects of minimum prices and secret reserve prices using 
fi eld data associated with collectible coin auctions and fi nd that a secret reserve deters 
entry less than does a public reserve and has a positive effect on revenue. Therefore these 
authors suggest that a combination of a low minimum bid and a secret reserve probably 
represents the optimal confi guration from a seller’s point of view, especially in auctions 
of high-value items.

In the comprehensive descriptive model proposed by Park and Bradlow (2005), which 
models several key components of the bidding process (e.g. whether an auction prompts 
any bids; if so, who bids, when they bid, and how much they bid), the authors fi nd a 
minimum price in general relates positively to bidder valuations in the context of a fi rst-
price ascending notebook auction. Using the same data set, Bradlow and Park (2007) 
fi nd that the minimum price relates negatively to bid time increments. That is, a lower 
minimum price leads to the faster arrival, and thus greater concentration, of bids.

Behaviorally, Greenleaf (2004) identifi es two emotional effects (anticipated regret and 
rejoicing) that a seller might experience while setting a reserve at auctions. Regret occurs 
when the highest bid exceeds the seller’s value for the product but remains below the 
reserve, whereas rejoicing occurs when the reserve forces the winning bidder to pay a 
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higher price. When asked to make reserve price decisions repeatedly over a series of open 
English auctions, sellers deliberate over their reserve decisions and adjust them consider-
ably. This fi nding suggests that seller learning takes place. The result also indicates that 
sellers use a frequency heuristic, and both anticipated regret and rejoicing are signifi cant 
for the seller’s learning process.

Suter and Hardesty (2005) also investigate the relationship between price fairness 
perceptions and minimum prices. A high minimum price has a positive impact on the 
fairness perceptions of winning bidders but an adverse effect on losing bidders. This 
fi nding implies that sellers receive greater earnings, as well as no adverse price fairness 
perceptions from winning bidders, when they set minimum prices higher.

In most online auctions, the seller can make strategic choices not only about the 
amount of the reserve price but also whether to make it secret or public, and, if public, at 
what point in the auction it should be revealed. Although this scenario violates the formal 
rules of the auction game on eBay and most other online auction sites, the seller also 
may effectively camoufl age and dynamically adjust the reserve price during the auction 
by using shill bids, or bids covertly placed by the seller or the seller’s confederates to 
infl ate the fi nal sale price artifi cially. The seller could use any of these strategic options 
(or combinations thereof) to increase expected revenues from the auction. For example, 
Sinha and Greenleaf (2000) examine sellers’ optimal reserve and shilling, as well as the 
effect of bidder’s aggressiveness on these strategies, in the specifi c contexts of discrete 
bidding in private value English auctions, in which the bidders can bid only in increments 
rather than continuously. These auctions thus closely resemble online auctions. When 
they assess the utility implications of shilling for both sellers and bidders and compare 
them with those of using a reserve, they fi nd that the optimal reserve strategy is affected 
by the relative bidding aggressiveness of the highest-valuation bidder compared with the 
remaining bidders, as well as the number of bidders.

Buy price
An interesting auction feature, unique to online auctions, involves the seller’s ability to 
post a buy price at the auction, at which the product may be sold without bidding. Buy 
price auctions are ubiquitous in online auction markets. Starting with Yahoo!Auctions’ 
Buy-Now in 1999, all major auction sites currently have similar features (e.g. ‘Buy-
It-Now’ on eBay, ‘Take-It-Price’ on Amazon), though variations in buy-now auction 
formats appear in the online auction market. For example, on Yahoo and Amazon, the 
buy price stays throughout the auction, as long as the buy-now option is not exercised; 
in eBay’s buy-now auction, in contrast, the buy price disappears after the fi rst qualifying 
bid (i.e. higher than the reserve price).

The growing importance of selling auction items through the buy-now feature has 
attracted the attention of academic researchers and motivated studies on rationales for 
its existence. Various theories attempt to explain this seemingly irrational phenomenon, 
which explicitly limits the fi nal price by imposing a fi xed price at auction. One argument 
involves risk aversion, in that bidders might be risk averse to losing an item for various 
reasons, such as if the item is rare or they have lost items in the past and therefore are wary 
about losing a desired auction item again. In this case, a seller can exploit and appeal the 
bidder’s risk aversion by offering the buy-now option so that the bidder can circumvent 
bidding (e.g. Budish and Takayama, 2001). Therefore, the higher the risk aversion among 
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bidders, the higher the buy price a seller can demand for an item, which implies that risk-
averse bidders are not better off in buy-now auctions (e.g. Hidvégi et al., 2006). Reynolds 
and Wooders (2009) study buy prices in both eBay and Yahoo auctions and fi nd that 
introducing a buy price generally increases the seller’s revenue when she faces risk-averse 
bidders. Moreover, Yahoo’s buy-now auction can generate more revenue than eBay’s 
with the same reserve and buy prices.

Other explanations regarding why sellers use a buy price in online auctions include 
waiting costs and the impatience of bidders. Wang et al. (2008) use a game-theoretical 
model to study the effect of endogenous participation on a seller’s use of buy-now prices 
and argue that potential bidders endogenously make auction participation decisions. 
Because bidding entails costs (e.g. waiting, monitoring, cognitive efforts) and valuations 
vary across bidders, not everyone can afford or should participate in the auction. Instead, 
the decision should refl ect a utility-maximizing outcome determined from a compari-
son of the utility of bidding versus not bidding. Similarly, when a price is posted at the 
auction, bidders base their choice on the expected utilities of bidding and exercising the 
buy option. In analyzing eBay’s buy-now auctions, these authors fi nd that because of 
endogenous participation, the seller can extract more surplus from the bidders, which 
would be lost in a pure auction. However, because of the dynamic nature of the buy-now 
feature, the seller should take extra care in setting the price level; when the costs of 
bidding are high, the seller should adjust the buy-now price downward to avoid the situ-
ation in which the buy-now auction reverts to a pure auction.

Sellers also might prefer to set low buy prices for their own reasons. Parallel to bidder 
risk aversion, sellers might be risk averse, such as if they are inexperienced, their items 
have unobservable quality, or they do not want to spoil their reputation as a reliable 
seller. Similarly, sellers might suffer high waiting costs. A similar argument indicates that 
sellers’ impatience can motivate the use of a buy price. However, in all these cases, sellers 
might set the buy prices too low, which leads to the exercise of the buy-now option and 
lower revenues. In addition, Qiu et al. (2005) empirically analyze the use of buy prices by 
both sellers and bidders on the basis of eBay and experimental data. Their study shows 
that when bidders experience uncertainty about the value of the product, the buy price 
serves as an external reference price. Therefore the seller can use the buy price to signal the 
quality of the product and improve the auction outcome. Sellers with good reputations 
might be able to implement this method better than those without credibility. In addition, 
the signaling effect diminishes as the buy price increases and loses its own credibility.

Using notebook PC data in fi rst-price ascending auctions, Chan et al. (2006) propose 
an integrated framework that examines sellers’ decisions about whether and where to set 
buy prices, which are displayed throughout the auction. Bidders’ regular bidding and 
buy-now decisions get modeled jointly, and the model contains several other distinctive 
features. First, bidders’ willingness to pay is a function of their demographics and experi-
ence. Second, the effect of buy price (relative to expected price) on willingness to pay is 
modeled explicitly. This impact also has been explored in behavioral literature pertaining 
to how price may have an anchoring effect on willingness to pay, as well as in economic 
literature regarding how price can provide a signal if bidders are uncertain about quality. 
Third, the model does not assume that all sellers already optimize their buy-now decisions. 
Instead, the authors compute the optimal prices on the basis of estimation results and 
compare them with the data. If the sellers are risk averse, the observed buy price should 
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be lower than the optimal level, but if bidders are willing to pay more for the buy-now 
option, the observed buy prices should be higher than the optimal level estimated by the 
model. Similar to Qiu et al. (2005), this research fi nds that a buy price higher than the 
‘expected price’ increases bidders’ willingness to pay. Furthermore, a large proportion 
of notebook PC sellers (62 percent) set their buy prices suboptimally from a revenue 
maximization perspective: approximately 15 percent of sellers set their buy prices too 
high, more than half (about 54 percent) set their buy prices too low, perhaps as a result of 
misestimations of competition across auctions. In addition, the authors show how sellers 
can use the model to set optimal buy prices.

On eBay, identical goods often sell simultaneously by two different mechanisms, that 
is, auctions and posted prices. Zeithammer and Liu (2006) propose and empirically test 
four possible reasons why sellers choose auctions versus posted prices, including sellers’ 
indifference to selling mechanisms, price discrimination, an exogenous partitioning of 
the eBay market into posted price and auction markets, and sellers’ heterogeneity. Using 
a data set that captures individual seller behavior across categories and allowing for 
various sources of seller heterogeneity, these authors fi nd no empirical support for the 
fi rst three hypotheses. In contrast, they indicate that both observed and unobserved seller 
heterogeneity represent important correlates of mechanism choice. Thus the coexistence 
of pure auctions and posted price selling is largely due to sellers’ heterogeneity in, for 
example, their inventories.

Duration
Different rules mark auction ending times on various online auction sites. For example, 
the duration of an Amazon auction is automatically extended if bidding remains active; 
that is, if a new bid occurs within ten minutes of the previous bid. Hence the auction does 
not have a hard ending time. In contrast, eBay adopts a hard ending time and accepts no 
bids after the closing time specifi ed by the seller. Roth and Ockenfels (2002) compare last-
minute bidding behavior in eBay and Amazon auctions and fi nd that late bidding occurs 
more frequently in the presence of hard-ending rules such as on eBay, in categories that 
require more expertise, and from more experienced bidders. Ockenfels and Roth (2006) 
also examine bidding strategies under the hard-ending rule in second-price online auc-
tions and fi nd that snipe bidding (i.e. bidding during the last ten minutes of an auction) 
arises as both equilibrium and an off-equilibrium outcome. Using data from completed 
auctions, they conclude that the extent of sniping is much more pronounced on eBay than 
Amazon, and that it largely occurs as a best response to incremental bidding.

Research fi ndings regarding the impact of duration on auction outcomes are mixed. 
Ariely and Simonson (2003) argue that even though shorter durations may attract fewer 
bidders, they also can lead to increased competition. They document in a fi eld experiment 
that auction duration relates negatively to auction price. By viewing bids as a sequence 
of record-breaking observations, Bradlow and Park (2007) empirically study auction 
duration as one of three key design variables, along with image placement and minimum 
price. Their results indicate that auction duration negatively affects the number of latent 
bidders; furthermore, auctions of shorter duration tend to have larger bid increments and 
marginally larger bid variations.

Borle et al. (2006) analyze the degree of multiple bidding and late bidding in online 
auctions using more than 10 000 eBay auctions across 15 different consumer product 
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categories. Large variation occurs in late bidding and multiple bids across product cat-
egories, and in general, experienced bidders refrain from submitting multiple bids. In con-
trast to fi ndings in existing literature on late bidding, the authors report that experienced 
bidders tend to bid either at the beginning or near the end of the auction.

In addition to these research fi ndings regarding auction design parameters under the 
seller’s control, a few researchers study the role of the seller in shaping demand for auc-
tions. In particular, Yao and Mela (2008) estimate a structural model of buyer and seller 
behavior that incorporates heterogeneities in both bidder and seller costs. Thus they infer 
how changes in the listing behavior of the seller affect each bidder’s likelihood of bidding 
in any given auction. Using data on Celtic coins, they fi nd that buyer valuations are 
infl uenced by item, seller and auction characteristics; buyer costs are affected by bidding 
behavior and seller costs are infl uenced by item characteristics and the number of listings. 
On the basis of their model estimates, the authors assess the effects of an auction house’s 
pricing strategy on the market equilibrium number of listings, bids and closing prices in 
the product category studied. This investigation is particularly useful because it provides 
explicit guidance to auction houses regarding their fees. Specifi cally, they fi nd commis-
sion elasticities are higher than per-item fee elasticities because they target high-value 
sellers and enhance the likelihood that they will list.

3.  Bidder behavior in online auctions
While an auction is in progress, participants are infl uenced by various types of value 
signals, which in turn can affect their decision dynamics for the auction item. In addition, 
economic, social and psychological factors might alter bidding behavior (e.g. Cheema et 
al., 2005). In this section, we discuss research fi ndings that reveal that consumers violate 
principles of value maximization and consistency and are susceptible to both static and 
dynamic context effects, in that they allow situational factors and irrelevant cues to infl u-
ence their decisions.

Reference price
Various price cues may systematically affect bidding behavior in an auction marketplace. 
Some researchers consider price cues within the focal product category, whereas others 
address them across product categories. Kamins et al. (2004) investigate the impact of 
two external reference points (reserve price and minimum price) under the seller’s control 
on the fi nal price of an auction and the number of bidders. In a fi eld experiment, they fi nd 
that when a seller specifi es a high external reference price (reserve price), the fi nal bid is 
higher than when it specifi es a low external reference price (minimum price). When the 
seller provides both high and low reference prices, the former infl uences the fi nal bid more, 
although a low reference price leads to a lower outcome than when the seller does not 
communicate any reference price. In addition, the number of bidders infl uences outcomes 
in the absence of seller-supplied reference prices. Finally, auctions with only reserve prices 
specifi ed tend to attract more bidders than those with both reserve and minimum prices, 
which illustrates further the asymmetric role of the two reference prices.

In addition to reserve prices, other price cues can infl uence a consumer’s willingness 
to pay. For example, Nunes and Boatwright (2004) examine how the prices of products 
that buyers unintentionally encounter can serve as anchors that affect their willingness to 
pay for the product they intend to buy. According to real-world auction data, the price 
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tag on a relatively expensive car alters bidders’ willingness to pay for a lower-priced car 
that subsequently appears on the auction block. This effect increases as the price of the 
anchor increases.

Building on the notion that loss aversion is more pronounced for explicit compared 
with implicit comparisons, Dholakia and Simonson (2005) propose that the existence of 
explicit instructions to make particular comparisons induces more risk-averse and cau-
tious choice and bidding behavior among consumers. Their fi eld experiment involves 
real online auctions, in which buyers either viewed comparisons among listings provided 
spontaneously by bidders or were encouraged by an explicit instruction to compare the 
focal auction with an adjacent listing. They fi nd that an explicit reference point reduces 
the infl uence of adjacent auctions’ minimum prices on the focal auction’s price; induces 
bidders to submit fewer, lower and later bids; increases the tendency for sniping and 
bidding on multiple items at the same time; and reduces bidding frenzies.

Chan et al. (2007) also incorporate closed auction prices in their willingness-to-pay 
model. They fi nd that the impact of a previous closing price on willingness to pay is nega-
tive, possibly because the bidder with the highest willingness to pay has been eliminated 
after purchasing the product, which means willingness to pay decreases among the pool 
of remaining bidders.

Auction fever
Auction fever refers to an excited and competitive state of mind in which the thrill of 
competing against other bidders increases a bidder’s willingness to pay, beyond what the 
bidder would pay in a posted-price setting. Because auction fever depends on the thrill 
of competition, the effect should increase with the number of active bidders. This theory 
also may explain why some sellers prefer low minimum prices; a lower opening bid may 
attract more competitive bidders who are looking for a bargain, even though it increases 
the risk of underselling.

Ku et al. (2005) explore fi eld and survey data of live and online auctions to fi nd evi-
dence of competitive arousal, such as rivalry, time pressure, social facilitation and fi rst-
mover advantages. They fi nd considerable support for competitive arousal and escalation 
models but no support for rational choice predictions. In addition to evidence of auction 
fever, the authors fi nd overbidding due to an attachment effect, such that long bidding 
durations and other sunk costs intensify the desire to win the auction and thus increase 
revenues for the seller. Both effects also emerge in a controlled laboratory experiment that 
varies the sunk cost parameter and the number of bidding rivals.

Heyman et al. (2004) also examine these two phenomena of competition and attach-
ment, using the opponent effect to describe the arousal prompted by competing with 
others and quasi-endowment to represent the increased valuation due to having been 
attached to the item as the high bidder. In two experiments, one involving hypothetical 
bids and the other real-money bids, they vary the number of rival bids and duration of 
the quasi-endowment (i.e. time spent as the high bidder). Increases in both the number 
of rival bids and the duration of the quasi-endowment have positive effects on the fi nal 
price; therefore the authors conclude that sellers may be able to increase their revenues 
by increasing the total auction duration and lowering the minimum price to induce more 
feverish bidding.

The evidence to date thus suggests that auction fever is a real phenomenon, which 
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implies that sellers might increase revenues by setting a very low minimum price that 
increases the number of active bidders. Although this specifi c prediction has not been 
tested directly, several researchers report that lower minimum bids increase the number 
of latent bidders for auction items, which in turn increases the fi nal auction price (e.g. 
Bradlow and Park, 2007).

Dynamic bidding
Although bidding behavior is inherently dynamic during an auction, research commonly 
assumes bidder rationality, such that bidders do not change their valuations while an 
auction is in progress. Most researchers focus on summary outcomes (e.g. fi nal auction 
price) in an auction (e.g. Ariely and Simonson, 2003; Chakravarti et al., 2002) rather than 
explaining bidding behavior across the duration of the auction.

Park and Bradlow (2005) study bidding behavior over the entire sequence of bids by 
building a latent, time-varying construct of consumer willingness to bid, in which bidders 
may update a particular auction item over the course of the auction. They therefore 
incorporate and model simultaneously four key components of the bidding process 
within an integrated framework: whether an auction receives a bid at all; if so, who bids, 
when they bid, and how much they bid over the entire sequence of bids in an auction. The 
authors impose no structural assumption on bidder rationality or equilibrium behavior; 
instead, they derive the model using a probabilistic modeling paradigm. With a database 
of notebook PC auctions, they demonstrate that this general (yet parsimonious) model 
captures the key behavioral patterns of bidding behavior established in existing litera-
ture. Furthermore, they provide a tool for auction site managers to conduct customer 
relationship management efforts, which requires an evaluation of the goodness of the 
listed auction items (whether bids occur), as well as the potential bidders in their online 
auctions (who, when, and how much to bid).

A recent modeling advance in the fi eld of dynamic bidding comes from Bradlow and 
Park (2007), who consider a sequence of bids in online auctions with an analogy of 
record-breaking events, in which only data points that break an existing record come 
into play. They investigate stochastic versions of the classical record-breaking problem, 
for which they apply Bayesian estimation to predict observed bids and bid times in online 
auctions. They address these data through data augmentation, with the assumption 
that participants (bidders) have dynamically changing valuations for the auctioned item 
but that the latent number of bidders competing in the events is unknown. Signifi cant 
variations are identifi ed in the number of latent bidders across auctions. In addition, the 
analysis indicates that there are many latent bidders relative to observed bidders. Given 
a previous bid, the number of remaining latent bidders is much smaller compared to that 
of new entrants. Moreover, both larger bid and time increments signifi cantly infl uence 
the bidding participation behavior.

4.  Competition in online auctions
In online auctions, both buyers and sellers have more opportunity to obtain the best value 
in the marketplace, compared with traditional auctions. Sellers have access to a much 
larger pool of potential bidders, unconstrained by information access or time restrictions. 
Similarly, buyers can consider more auction items in a given product category, which 
enables them to fi nd the object of their search. The level of competition among auction 
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items and bidders probably matters in terms of consumers’ willingness to pay, which in 
turn affects the fi nal auction price. Therefore we discuss the impact of competition on 
bidding behavior next.

Dholakia and Soltysinski (2001) provide evidence of herd behavior bias – the tendency 
to gravitate toward and bid for auction listings with one or more existing bids while ignor-
ing comparable or even more attractive unbid auction listings within the same product 
category and available at the same time. To elaborate on this bias, they posit two distinct 
psychological mechanisms – the use of others’ bidding behaviors as cues for pre-screening 
and the escalation of commitment after the fi rst bid – as responsible for herd behavior. On 
the basis of auction listings in four product categories (portable CD players, Italian silk 
ties, Mexican pottery and Playstation consoles), they report that herd behavior bias gets 
attenuated by increasing bid prices but increases with the difficulty of evaluating quality. 
Dholakia et al. (2002) further investigate two specifi c types of herding bias moderators: 
auction attributes (volume of listing activity and posting of reservation prices) and agent 
characteristics (seller and bidder experience). They fi nd that greater experience mitigates 
bias susceptibility among both sellers and bidders. As in traditional exchange arenas, 
for which behavioral decision research shows consumers are infl uenced by contextual 
informational cues when they make choices, consumers still violate the principles of value 
maximization and consistency and make suboptimal bidding decisions in online auction 
marketplaces.

In studying the extent to which people search for prices and the infl uence of the 
minimum price on the magnitude of bids, Ariely and Simonson (2003) fi nd that higher 
minimum prices cause participants to bid more for the goods, but only when there are 
no immediate comparisons. Thus the measure of the amount of supply offered by other 
sellers interacts with the effect of the minimum price on auction prices. When many 
sellers offer identical or similar items at the same time, auctions with both high and low 
minimum prices end at roughly the same price. That is, a high degree of supply reduces 
the effect of the public reserve price; however, when few other sellers offer the same item, 
a high minimum price yields empirically higher auction prices.

To model a bidder’s willingness to pay in ascending fi rst-price auctions, Chan et al. 
(2007) consider two-dimensional market competition. These authors use breadth and 
depth measures to characterize marketing competition in online auctions; they defi ne the 
former as the number of items with product attributes (except for brand name) similar to 
the focal item and the latter as the number of items with the same brand as the focal item 
that come from the pool of auction items with similar product attributes. The elastici-
ties for breadth and depth are informative. An increase in breadth reduces willingness to 
pay about four times as much as an increase in depth, even after they control for brand 
effects (and other brand interaction effects) in the willingness-to-pay estimates. Therefore 
consumers appear to value breadth, because it helps them determine their willingness 
to pay by reducing their search and comparison shopping costs (especially if the same 
seller provides multiple listings of the same brand). This explanation is consistent with 
literature in psychology and marketing regarding consumer consideration and choice set 
formation and decision-making.

In online auctions, nearly identical goods often sell in a sequence of auctions, which 
allows bidders to focus on the auction that will end fi rst while accounting for the pres-
ence of subsequent auctions. Zeithammer (2006) analytically and empirically studies this 



430  Handbook of pricing research in marketing

forward-looking behavior in online auctions with a model that extends existing literature 
on sequential auctions by allowing consumers to take into account the exact product 
information for future auctions. He assumes that bidders know not only the type of the 
current product on which they bid but also the type that will be sold next and when. The 
expected future surplus, and hence the opportunity cost of winning now, is a function 
of the available information about what will be sold at what point in the future. Actual 
data from eBay’s MP3 and DVD categories test the theoretical model, and the empirical 
results suggest that bidders pay close attention to future products and auction timing, 
and adjust their bidding strategies accordingly.

5.  NYOP auctions
‘Name your own price’ refers to a pricing mechanism in which the buyer, instead of the 
seller, determines the price. The buyer makes a bid, and the seller decides to accept or 
reject it. In an NYOP auction, any consumer who bids above a seller’s unrevealed thresh-
old price receives the product at the price of his or her bid. In the case of limited avail-
ability, consumers who are the fi rst to bid above the threshold are served fi rst. In contrast, 
a standard auction determines the winning bidder as the one who places the highest bid 
(if bidding to buy) or the lowest (if bidding to sell) among rival bids.

Chernev (2003) examines consumers’ willingness to pay in an online environment by 
comparing two price elicitation strategies: price generation (i.e. ‘name your price’) and 
price selection (i.e. ‘select your price’). The former approach, advanced by Priceline.com 
for example, asks consumers to state their willingness to pay for the product under con-
sideration. In the latter approach, consumers consider a set of possible prices and select 
the price they fi nd most acceptable. Contrary to popular belief that more choice is better, 
this research demonstrates that consumers often prefer a price elicitation task that offers 
less fl exibility and is more restrictive in allowing consumers to express their willingness 
to pay. Moreover, Chernev shows that the presence of a readily available reference price 
moderates consumer price generation processes. This reference price, either externally 
or internally generated, can strengthen consumer preferences for the price generation 
process by mitigating the negative affect associated with it such as due to complexity of 
the task.

In an NYOP channel, no consensus exists about how to structure the market interac-
tions optimally. For example, Priceline and eBay Travel allow consumers to place only 
a single bid for a given item, whereas sites such as All Cruise Auction openly allow con-
sumers to continue bidding if their previous offer was rejected. To understand the effects 
of restrictions on the possible number of bids consumers can submit on an NYOP, Fay 
(2004) develops an analytical model and compares the single-bid model with one in which 
experienced consumers can submit multiple bids at Priceline. The analysis indicates that 
both market structures yield the same expected profi t if all consumers have the same 
bidding options (single bid versus multiple bids). However, some consumers may know 
how to circumvent the single-bid rule and submit multiple bids (sophisticated bidders). 
The author argues that if it is impossible to completely prevent consumers from ‘surrepti-
tious rebidding’, then the NYOP fi rm may be better off by encouraging rebidding. The 
benefi t is determined by the proportion of the sophisticated bidders.

From the consumer point of view, repeatedly revising bids is not costless. Hann and 
Terwiesch (2003) study this cost, which they call frictional costs in NYOP, defi ned as the 
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disutility that the consumer experiences when conducting an online transaction, such as 
submitting an offer. Thus consumers trade off direct fi nancial value for frictional costs. 
The authors show that frictional costs in electronic markets are substantial, with mean 
(median) values ranging from EUR 4.84 (3.54) for a portable digital music player to 
EUR 7.95 (6.08) for a personal digital assistant. They also report that socio-demographic 
variables do not explain variations in frictional costs. Spann et al. (2004) develop and 
empirically test a model that simultaneously estimates individual willingness to pay and 
frictional costs on the basis of consumers’ bidding behavior at an NYOP seller. Their 
results show signifi cant consumer heterogeneity that enables sellers to segment the 
market and indicates an opportunity for sellers to increase profi ts further through price 
discrimination. Moreover, they fi nd that restricting consumers to a single bid may reduce 
the seller’s revenue. Thus providers of NYOP mechanisms should be very concerned 
about the particular design of this mechanism.

Terwiesch et al. (2005) present a model of consumer haggling between an NYOP 
retailer and a set of individual buyers. In an NYOP setting, instead of posting a price, 
the retailer waits for potential buyers to submit offers and then chooses to accept or 
reject them. Consumers whose offers have been rejected can invest in additional hag-
gling effort and incrementally increase their next offers. Using transaction data from an 
NYOP retailer, these authors show that the retailer must choose a threshold price above 
which all offers will be accepted. If consumers are very heterogeneous with respect to 
their valuations and haggling abilities, haggling can lead to higher profi ts than posted 
prices.

According to the notion that real-life bidders do not behave as game theory prescribes 
they should, Ding et al. (2005) formally incorporate the emotions evoked by an auction 
process similar to Priceline’s, including the excitement of winning if a bid is accepted and 
the frustration of losing if it is not. They identify the important role that emotions play in 
bids revisions, which has been ignored by classic economic models. It is found that emo-
tions dynamically infl uence the direction of such revisions, particularly according to the 
bidding outcome of the previous round. In addition, the authors characterize the optimal 
bidding strategies depending on the bidder’s propensity to bid.

The behavior of consumers in NYOP auctions has also been empirically investigated 
and compared with the predictions of economic theories. Spann and Tellis (2006) fi nd 
that a majority of bidding sequences are inconsistent with the theoretical prediction in 
that the bids in a sequence do not increase monotonically at a decreasing rate. Empirical 
evidence is found of overbidding, which suggests that consumers are paying a higher 
than efficient price. Interestingly, the authors fi nd that bidders’ experience (measured by 
the number of products bid on) does not increase the chance of rational bidding. A large 
number of bids and long inter-bid times increase the chance of irrational bidding.

The literature on NYOP auctions remains quite sparse. Some studies focus on the 
specifi c design of an NYOP channel but do not provide empirical data (Chernev, 2003; 
Ding et al., 2005; Fay, 2004). Other studies analyze consumer characteristics on the basis 
of data from such auctions but do not examine whether consumer behavior is rational 
(Hann and Terwiesch, 2003; Spann et al., 2004). Spann and Tellis (2006) analyze the 
empirical behavior of consumers and assess the extent of irrationality refl ected in the bids 
submitted. Although NYOP channels have rapidly become a familiar business model in 
the e-commerce landscape, uncertainty about the survival of these new electronic markets 
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on the Internet remains. Thus it is critical to study how best to structure this sales mecha-
nism and design user interface. To this end, behavioral aspects should be considered in 
additional research of NYOP mechanisms.

6.  Conclusions and future research
In this chapter, we focus on effects of auction design parameters on auction outcomes, 
irrational bidder behavior, and competition among online auctions, as well as research 
fi ndings pertaining to NYOP auctions. Although we acknowledge that a more complete 
literature review is possible, this chapter captures the key results from existing literature 
about online and NYOP auctions and thus provides a strong overview.

Extant literature covers much ground and attempts to answer various questions. 
After assessing that literature, we note several avenues for the further exploration of 
online auctions. First, current empirical research mainly focuses on understanding the 
effects of various auction design parameters. Most research examines design variables 
in lieu of competition, whether from other auctions or from alternative options such 
as the retail channel. Incorporating these aspects would not only clarify the actual 
decision-making process of bidders more accurately but also provide more relevant 
insights for managers as they develop pricing strategies, in terms of both price format 
and price levels.

Second, a new theme has been formed in online auction research, namely, the behav-
ior of bidders, especially how bidders form their willingness to pay. Economic models 
typically assume that in private value auctions, bidders a priori possess a valuation 
(signal) that remains invariant to other signals. Increasingly, however, researchers iden-
tify various infl uences on this valuation and the process by which it forms. Continued 
research into how consumers form their willingness to pay in online auctions has great 
value for business managers, because it can help them identify potential buyers and 
increase the efficiency of their business operations. This topic might be explored in more 
detail through controlled lab or fi eld experiments.

Third, bidder learning represents yet another promising research area. Prior research 
examines sellers’ feedback ratings and links them to auction outcomes; more recent work 
also considers bidders’ experience, also measured through feedback ratings, as a means 
to explain bidding behavior and the formation of willingness to pay. Additional research 
is needed in this area, because understanding how bidding strategies within a product 
category, as well as across product categories, evolve as a result of experience will be 
crucial for online auctions to evaluate the lifetime value of bidders (both winners and 
losers). Because buyers and sellers interact in an auction marketplace, further research 
should develop integrated frameworks to study both buyer and seller behavior, instead 
of presuming that seller behavior is exogenous (e.g. Yao and Mela, 2008).

The Internet provides a fertile ground for studying consumer behavior, particularly in 
the cases of online and NYOP auctions. Not only do these new trading platforms make 
the market more efficient, but they also provide generous amounts of data and informa-
tion that can inform our understanding of human behavior, especially with regard to 
decision-making processes associated with transactions. Research developments pertain-
ing to online and NYOP auctions have been fruitful; we hope this review further acceler-
ates the development of theoretical, empirical and experimental research on online and 
NYOP auctions.
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20  Pricing under network effects
Hongju Liu and Pradeep K. Chintagunta

Abstract
Pricing in markets characterized by network effects is a topic that has recently been attracting 
considerable interest from researchers in both marketing and economics. Early literature on 
static pricing under network effects focused on the importance of consumer expectations and 
the multiple equilibria problem. In a dynamic setting, penetration pricing has been found to 
be optimal under various scenarios. After reviewing the analytical literature on pricing under 
network effects, we discuss its connections to other literatures. Empirical studies have been rela-
tively scarce. One obstacle is the computational burden in solving for the optimal pricing policies. 
We illustrate the issues involved in empirical studies and suggest directions for future research.

Network effects arise when the utility of an agent from consumption of a good increases 
with the number of other agents consuming the same good. A classic example is commu-
nication networks – telephones, fax machines, or e-mail accounts become more valuable 
as more people join the network, i.e. adopt the product.

Network effects can be direct or indirect. Under direct network effects, the utility that 
a consumer derives from a good depends directly on its installed base, or equivalently 
the cumulative unit sales of the good. The communication networks mentioned above 
are examples of direct network effects. They are in contrast with indirect network effects, 
under which consumers care about the installed base only because a large installed base 
of the good will increase the availability of a complementary good. For example, a person 
purchasing a video game console will be concerned with the number of other people 
purchasing the same hardware because a more popular game console will induce more 
games to be developed for it. Such a hardware–software paradigm applies to many other 
industries such as compact disks (CDs), digital video disks (DVDs), personal computers 
(PCs), personal digital assistants (PDAs), video cassette recorders (VCRs) and so on.

A wide range of industries are characterized by network effects. Some of these network 
effects may appear in more subtle ways. For example, more people going to a shopping 
mall can make it more crowded. On the other hand, a more popular shopping mall may 
attract more and better-quality stores. If the second effect dominates, the utility of going to 
the shopping mall increases with the number of people going there, which gives rise to the 
indirect network effect. In the case of QWERTY keyboards, there is a direct effect because 
people like to be able to type on others’ keyboards. There may also be an indirect effect 
because the dominant keyboard design will draw more compatible products and services.

Network effects add interesting dimensions to fi rms’ strategies: should the new product 
generation be compatible with the old one? Should the new system standard be propri-
etary or open to other fi rms? But pricing continues to be a critical element for fi rms that 
compete in these markets. In the following sections, we discuss the issues that require 
special attention for pricing under network effects.

The rest of this chapter is organized as follows. We fi rst introduce the issues involved 
in static pricing, dynamic pricing and nonlinear pricing under network effects. Then we 
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compare such pricing issues with those in other areas such as two-sided markets, switch-
ing costs and economies of scale. Once we have a clear picture of the analytical literature, 
we proceed to discuss empirical studies and provide an illustrative example. Finally, we 
conclude and suggest directions for future research.

1.  Static pricing
We start from simple static pricing in a monopoly market, which introduces the impor-
tant issues of consumer expectations and multiple equilibria. Rohlfs (1974) provides an 
early treatment of such issues in the context of a communication network, although the 
fulfi lled-expectations demand curve has been discussed in Leibenstein (1950). We discuss 
them below.

Consumer expectations play an important role in the adoption of network products. At 
the time of making purchase decisions, consumers do not know exactly how many people 
will adopt the product. Such information is needed while making purchase decisions since 
a consumer’s utility from the product depends on the network size. Therefore consumers’ 
purchase decisions are based on the expected size of the network.

One commonly proposed restriction to be placed on expectations is that they will be 
fulfi lled in the sense that consumer expectations are consistent with the actual outcome 
in the market (see, e.g., Leibenstein, 1950; Rohlfs, 1974; Katz and Shapiro, 1985; 
Economides, 1996). That is, on the induced fulfi lled-expectations demand curve, each 
price p corresponds to those quantities q such that, when consumers expect quantity 
q, there will be just q consumers purchasing at price p. Leibenstein (1950) derives such 
a demand curve from fi xed-expectations demand curves. Assume a fi xed-expectations 
demand curve q5Dx(p) if all consumers believe the total demand is x. Varying x will 
result in a set of fi xed-expectations demand curves. On each Dx(p), there is a point where 
the actual demand is consistent with consumers’ expectations, i.e. x5Dx(p). As illustrated 
in Figure 20.1, the locus of all these points forms the fulfi lled-expectations demand curve 
D(p). Leibenstein argues that such a demand curve is more elastic than any of the fi xed-
expectations demand curves from which it is derived.

Multiple equilibria may occur even if we restrict attention to fulfi lled expectations. 
Intuitively, if each consumer believes that no other consumer buys the network product, 
then it may result in the case that no one will buy it, which leads to a fulfi lled-expectations 
equilibrium with zero sales. However, if each consumer expects many others to purchase 
the product, then many people will purchase, and this outcome is another fulfi lled-
expectations equilibrium.

Multiple equilibria show up graphically as multiple intersections between the fulfi lled-
expectations demand curve and the horizontal line corresponding to a given price level. 
Implicitly this means that the demand curve has both upward-sloping segments and 
downward-sloping ones. For reasons explained by Rohlfs (1974), the equilibria located 
on the upward-sloping segments may be ruled out because they are unstable. However, 
there could still be multiple equilibria which are stable, and hence the exact demand at 
any given price level has to be determined carefully.

If multiple equilibria are possible, fi rms will try to affect consumer expectations so 
that the largest equilibrium quantity can be achieved at a given price level. Shapiro and 
Varian (1998) discuss various tactics in managing consumer expectations. In particular, 
a low introductory price, or penetration pricing, can help convince consumers that the 
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product will be successful in the future. Further discussion on penetration pricing follows 
in the next section.

2.  Dynamic pricing
The diffusion of a network product takes place over time. During the life cycle of the 
product, fi rms may want to charge different prices according to evolving market condi-
tions. Thus fi rms’ pricing strategies can be better captured through a dynamic model.

When a network product is just launched, it may not be very attractive to consumers 
because of its limited network size. This provides an incentive for the fi rm to set a low 
initial price in order to encourage consumer adoptions. Once many consumers have 
joined the network and hence the product has become more attractive, the price can be 
raised. This low-high pricing scheme is often referred to as penetration pricing.

According to Cabral et al. (1999), the early telephone network provides a good example 
of penetration pricing. Bell’s 1876 patents created a monopoly over the telephone service 
until the expiration of these patents in 1893. In this period, average monthly fees charged 
by the unregulated telephone companies rose steadily.

Monopoly pricing
In a monopoly market for durable goods, fi rms’ incentives for penetration pricing are in 
contrast with the Coase conjecture (Coase, 1972). Coase (1972) argues that  durable-goods 
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Source: Adapted from Leibenstein (1950), Figure 1.

Figure 20.1 Fulfi lled-expectations demand curve



438  Handbook of pricing research in marketing

monopolists have incentives to keep cutting prices in order to further penetrate the 
market. Anticipating this, forward-looking consumers will delay purchases until prices 
equal marginal costs. Therefore, unless there is a way for these monopolists to credibly 
commit to future prices, they will not be able to exercise any market power. But under 
network effects, if indeed a monopolist fi nds it optimal to engage in penetration pricing 
and as a result prices keep rising, the Coasian dynamics (Hart and Tirole, 1988) may no 
longer be applicable.

Bensaid and Lesne (1996) study the optimal pricing policy of a monopolist selling 
a durable good. They start with a two-period model and then extend it to an infi nite 
number of periods. In each period the network benefi t is assumed to be proportional to 
the previous installed base. They fi nd equilibrium prices to be increasing over time when 
the network effect is of sufficient magnitude.

Using a two-period model, Cabral et al. (1999) study when and why a monopolist 
would set a low introductory price. They fi nd that, when consumers are price-takers, 
Coasian dynamics tend to predominate over penetration pricing if there is complete 
information. Penetration pricing occurs when each consumer’s valuation of the product 
is her private information, or when consumers are not perfectly informed about the fi rm’s 
unit cost.

Mason (2000) develops a continuous-time, infi nite-horizon model in which a monopo-
list chooses output to maximize the present value of profi ts from production of a durable 
good. Consumers decide whether to adopt according to the current price and the expected 
network benefi t. Under this confi guration they show that the monopolist prices at mar-
ginal cost, as predicted by Coase (1972).

Gabszewicz and Garcia (2005) solve explicitly for the optimal price path in a monopoly 
market with a fi nite number of time periods. A somewhat unusual feature in their frame-
work is that consumers are ‘short-lived’ in the sense that there is a different cohort of 
consumers making purchase decisions in each new time period. They fi nd an increasing 
price path, i.e. penetration-like pricing, to be optimal.

Competition
Many papers on dynamic pricing under network effects have focused on monopoly 
markets. Dealing with competition in the market adds to the complexities in solving 
for fi rms’ optimal policies. In general, the incentives for penetration pricing still exist in 
oligopoly markets. However, one difference is that competition would limit the market 
power of each fi rm.

If penetration pricing does occur, competition might push initial prices to be even 
lower than those under monopoly. But on the other hand, there is splintering of the 
market under oligopoly but not under monopoly. Thus a monopolist may expect more 
profi ts in the second period than oligopolists, and hence may be willing to cut initial 
prices even lower. Therefore it is unclear whether monopoly or oligopoly leads to lower 
initial prices.

Katz and Shapiro (1986) study the adoption pattern of competing technologies depend-
ing on whether these technologies are sponsored or not. If a technology is sponsored, an 
entity owns property rights to the technology and hence is willing to make investments 
to promote it. In the absence of a sponsor, free entry into the supply of a technology will 
lead to marginal cost pricing. Katz and Shapiro consider two periods or generations of 
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homogeneous consumers, and two incompatible technologies. In each period consumers 
choose to adopt one of the two standards. If both standards are sponsored, they fi nd that 
the fi rm with the superior standard in the second period may decide to price below cost 
in the fi rst period in order to attract consumers to join its network.

Xie and Sirbu (1995) model the dynamic pricing behaviors of an incumbent and a later 
entrant. They incorporate network effects into a diffusion model with fi nite horizon and 
continuous time. The dynamic potential demand depends on the current network sizes. 
They establish optimal pricing policies with open-loop controls, i.e. fi rms set a one-shot 
price trajectory without feedback effects. This is as opposed to closed-loop controls, in 
which case fi rms set a state-contingent pricing policy and adjust for any changes in market 
conditions. Xie and Sirbu show that, under strong network effects, an increasing price 
path can be optimal. Also, with strong network effects and a small installed base, the 
incumbent profi ts from a compatible entry.

Nondurable goods
The aforementioned studies concentrate on durable-goods markets, in which a consumer 
will drop out of the market after making a purchase. In these markets a consumer’s 
utility is affected by the cumulative sales of the durable product. This may not be true for 
nondurable-goods markets.

For example, consider Xbox Live, a subscription service offered by Microsoft for 
online gaming. In each month, some consumers may join or drop out of the network. So 
the subscription level fl uctuates over time. When a potential customer decides whether 
to subscribe to the service, she cares about how many people she can play with, i.e. the 
current subscription level.

If consumers’ utilities are affected by the current subscription level, not historical levels, 
then it seems that there is no intertemporal price effect, and the producer can set prices to 
maximize single-period profi ts only. However, past prices or quantities may affect current 
demand through consumer expectations or usage experiences. Therefore the producer’s 
pricing problem may still be dynamic, and it turns out that an increasing price path can 
be optimal for nondurable goods as well.

Dhebar and Oren (1985) analyze a monopolist’s intertemporal pricing decision for a 
new subscription service. In each time period all consumers decide whether to subscribe 
based on the previous level of subscription and their anticipation about the network 
growth. The potential demand is defi ned as d 

a (x, p) , where x is the previous subscription 
level and p is the price. a [ [0, 1] governs consumer expectations on network growth. a 5 
1 indicates that consumers have rational expectations and a 5 0 indicates that consumers 
are myopic and base their subscription decisions on the previous subscription level only.

The monopolist sets a price trajectory p(t) by solving the following optimization 
problem:

 Max
p(t)

3
`

0
e2dt [px 2 c(x) ]dt

subject to

 
x(0) 5 x0,
x r ( t ) 5 G(da, x)
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Here G(da, x) describes the product diffusion process. Standard control theory is then 
applied to solve for the optimal price trajectory. They demonstrate that typically the price 
path is increasing and the fi rm may set initial prices below marginal costs. It is also shown 
that higher growth anticipations and a lower discount rate result in a lower equilibrium 
price and a larger network.

Consumer expectations
Under network effects, consumers’ adoption decisions critically depend on their expecta-
tions on future network sizes. The assumption of fulfi lled expectations or rational expec-
tations indicates that consumers can perfectly predict the future network sizes if there 
is perfect information and no uncertainty, and when there is imperfect information or 
uncertainty, consumers can use all available information to make the best possible predic-
tions. This might require too much faith in consumers’ cognitive processing power.

In dynamic settings, fi rms are forward looking in the sense that they maximize the 
present discounted value of total profi ts over a planning horizon. Regarding consumer 
adoption decisions, however, past studies have made various assumptions ranging from 
completely myopic to perfectly rational.

For example, Xie and Sirbu (1995) assume myopic consumers in the sense that con-
sumers’ adoption decisions are based on the current prices and network sizes, not the 
expected future ones.

Bensaid and Lesne (1996) assume that the value of the product is a function of the exist-
ing network size, but consumers still form rational expectations about the future network 
size in order to decide when to purchase the product.

In the Dhebar and Oren (1985) model, a consumer’s adoption decision depends on 
the expected network size. However, fulfi lled expectations are not enforced. Instead, the 
expected network size is allowed to vary between the existing network size and fulfi lled 
future network size.

Radner and Sundararajan (2005) examine how the predictions would change if the 
assumption of unbounded rationality were relaxed in a monopoly market for a subscrip-
tion service. They assume that consumers are boundedly rational in two aspects. First, 
not all consumers observe a price change immediately. Only a fraction of consumers 
respond to new prices, while others make no adjustment. Second, consumers are not able 
to make accurate forecasts on future demand. In particular, they examine a model with 
myopic consumers and then extend it to other cases.

They use a continuous-time, infi nite-horizon model to study the dynamic pricing 
problem of a network monopolist. They fi nd that the price is zero when the product user 
base is below a specifi c threshold. Once this threshold is crossed, the price is chosen to 
keep user base stationary. They show that this pricing policy is robust to several alterna-
tive models of bounded rationality.

3.  Nonlinear pricing
So far we have restricted our attention to those markets in which each consumer buys 
at most one unit of the network good. In such markets only uniform pricing is relevant. 
However, in some other markets it may happen that different consumers buy variable 
quantities of the product. As pointed out by Sundararajan (2003), software purchases 
from the business segment often fall into this category.



Pricing under network effects   441

For example, the market for PC operating systems exhibits indirect network 
effects through the availability of compatible software applications. In this market, a 
company usually buys many copies of an operating system for the computers owned 
by the company. So the magnitude of the network effect increases with the installed 
base of an operating system, rather than the total number of buyers. Also, the network 
benefi t to a buyer depends on the quantity she will buy, in addition to the product 
installed base.

In such scenarios fi rms have incentives to charge a different price to different quantities. 
That is, a nonlinear pricing scheme can be designed to extract more consumer surplus 
and raise profi ts.

Sundararajan (2003) presents a static model of nonlinear pricing in a monopoly 
market with fulfi lled expectations. It is shown that optimal pricing includes discounts 
that increase with quantity, and can also involve a two-part tariff. While network effects 
generally raise prices, consumption may or may not rise.

In the context of a subscription service, Dhebar and Oren (1986) analyze a monopo-
list’s pricing schedule over quantity and time. In each period, a usage-sensitive nonlinear 
pricing policy is used to induce heterogeneous consumers to self-select different quantities 
at different marginal prices. Using a numerical example, they show that nonlinear pricing 
results in a larger equilibrium network because on average it offers consumption access at 
a lower subscription fee than uniform pricing. Also, nonlinear pricing leads to higher pro-
ducer surplus, higher total surplus, but smaller consumer surplus than uniform pricing.

Studies on pricing with network effects are summarized in Table 20.1.

4.  Indirect network effects and two-sided markets
In our previous discussion we do not distinguish between two types of network effects, 
direct network effects and indirect network effects, because the models and the results 
apply to both. In most studies that we have discussed, consumers’ utility functions take 
the general form of u(p,x) , where p is price and x is the installed base of the network 

Table 20.1  Analytical studies on pricing under network effects

Pricing Scheme Market Paper

Static Monopoly Leibenstein (1950)
Rohlfs (1974)
Sundararajan (2003)

Oligopoly Katz and Shapiro (1985)
Economides (1996)

Dynamic Monopoly Dhebar and Oren (1985)
Dhebar and Oren (1986)
Bensaid and Lesne (1996)
Cabral et al. (1999)
Mason (2000)
Gabszewicz and Garcia (2005)
Radner and Sundararajan (2005)

Oligopoly Katz and Shapiro (1986)
Xie and Sirbu (1995)



442  Handbook of pricing research in marketing

product. This may seem to include direct network effects only, because under indirect 
network effects, a consumer’s utility, u(p,y) , depends on y, the availability of the com-
plementary product, and not directly on x, the installed base of the network product 
itself. However, we can argue that the availability of the complementary product will be 
a function of the installed base of the network product, i.e.

 y 5 f (x)

This function f is determined by the market structure for the complementary good. Now 
the utility function under indirect network effects becomes

 u r (p, x) 5 u(p, f (x) )

which is no different from the general form.
Applying this approach to study the pricing dynamics under indirect network effects, 

we focus on how a fi rm would price its network good to consumers, and take the market 
structure for the complementary good as given. Therefore the two-sidedness of the 
market is hidden behind the function f that governs the provision of the complementary 
good.

However, this function f may not be exogenous to the model because it is often the 
case that a fi rm has some control over both sides of the market. For example, in the 
video game industry, console makers (Microsoft, Sony, Nintendo) set the prices of their 
game consoles (Xbox 360, PS3, Wii), but they also decide the royalties that they charge 
to the games developed for their consoles. The royalty structure will in turn affect how 
many games will be provided to each console. Therefore fi rms may strategically affect 
the function f through royalty fees, or, more generally, fi rms may set prices to both sides 
of the market.

How fi rms should price to both sides of the market in order to get both sides on board 
is the central question of a growing literature on two-sided markets. The literature 
on indirect network effects and the literature on two-sided markets are closely related 
because conceptually indirect network effects must operate in two-sided markets. The 
two literatures seem to have different focuses, though. In some sense dynamic pricing 
under indirect network effects is about a fi rm’s incentive to price-discriminate between 
early adopters and late adopters, while studies on two-sided markets emphasize a fi rm’s 
incentive to price-discriminate between two sides of the market.

Indeed, fi rms often treat two sides of the market asymmetrically. For example, most 
credit card holders do not have to pay for usage, while merchants are usually charged for 
each transaction. In contrast, fi rms that develop PC operating systems adopt the opposite 
business model. They decide to make money on consumers, not on software application 
developers. Actually in two-sided markets it is common to see one side pays zero or below 
cost. Rochet and Tirole (2006) argue that the defi ning feature of two-sided markets is that 
the economic outcome is affected by the price structure. In other words, a market is two-
sided if the platform can affect the volume of transactions by charging more to one side 
of the market but reducing the price paid by the other side by the same amount.

A number of studies have examined the market structure in different two-sided markets, 
e.g. Rochet and Tirole (2002), Schmalensee (2002) on payment cards, Caillaud and 
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Jullien (2003) on matchmakers, Economides and Katsamakas (2006), Economides and 
Viard (2006) on operating systems, McCabe and Snyder (2007) on academic journals.

In a general framework, Rochet and Tirole (2003) study how the price allocation 
between the two sides of the market is affected by a number of factors, including industry 
structure (monopoly versus duopoly) and governance structure (for-profi t versus non-
profi t). They fi nd that, under both monopoly and duopoly, one side that creates large 
externalities on the other side will be targeted aggressively by lowering prices. As the 
number of captive buyers increases, the price to buyers increases while the price to sellers 
decreases. In the case of competing nonprofi t associations, an increase in multi-homing 
(users access more than one platform) of buyers raises the price to buyers and lowers the 
price to sellers.

Armstrong (2006) extends the analysis by Rochet and Tirole (2006) and focuses on 
how the price structure is determined by three main factors: relative size of cross-group 
externalities, fi xed fees or per-transaction charges, single-homing or multi-homing.

Pricing in two-sided markets may look similar to pricing with complementarities. 
For example, Gillette often sets a low price on its razors but makes money on blades 
later (Hartmann and Nair, 2007). Nevertheless, there is a subtle difference – in two-
sided markets there are complementarities between different customers’ consumption 
decisions.

5.  Relationship to other literatures

Switching costs
Switching costs and network effects are two distinct terms. Switching costs affect a 
consumer’s choice between competing products when she makes repeated purchase 
decisions. In contrast, the network effect describes the connection between different con-
sumers’ purchase decisions on the same product. Farrell and Klemperer (2007) provide a 
comprehensive survey on the literatures of both switching costs and network effects.

However, there is an analogy between switching costs and network effects. In both 
cases, early adopters of a product increase the ex post market power of its producer. 
Under switching costs, fi rms can exercise market power over the same consumers who 
have been locked in to their products. Under network effects, the market power is over 
other consumers who have not purchased before.

Therefore, in both cases fi rms compete ex ante for the ex post market power, which pro-
vides an incentive for penetration pricing. But one difference is that, under switching costs, 
fi rms sell to both old and new customers after the fi rst period. If a single price has to be set 
for both groups of customers, the bargain-then-ripoff incentive might be weakened.

Switching costs and network effects can exist for the same product. We mentioned 
that the market for the QWERTY keyboard exhibits network effects because a user 
benefi ts from a large installed base of the same keyboard design. Additionally there also 
exist switching costs in this market because it is costly for a user to get used to a different 
keyboard design.

Doganoglu and Grzybowski (2005) study the dynamic duopoly competition in the 
presence of both network effects and switching costs, by introducing network effects 
into the Klemperer (1987) framework of switching costs. Following a Hotelling model, 
heterogeneous consumers make repeated purchase decisions in two periods. It is assumed 
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that consumers form rational expectations on future prices and network sizes. They 
show that stronger network effects imply lower prices in both periods while the impact 
of switching costs is ambiguous. Also, when network effects are strong and switching 
costs are moderate, prices in both periods may be lower than those in a market without 
network effects and switching costs.

Economies of scale
Economies of scale characterize a production process in which the average cost is a 
decreasing function of the quantity produced. As more consumers adopt a product, the 
producer may benefi t from both economies of scale and network effects, but in differ-
ent ways. On the production side, economies of scale reduce average costs, while on the 
demand side, network effects lead to even larger demand. Therefore the network effect is 
also referred to as demand-side economies of scale.

Due to their similarities, one may expect economies of scale and network effects to 
have similar implications for fi rms’ pricing policies. Actually this may or may not be true 
depending on the sources of the scale economies.

Economies of scale tend to occur in industries with high upfront fi xed costs, and such 
fi xed costs will be distributed across all the units produced. Thus the larger the quantity, 
the smaller the average cost. In this case, the resulting economies of scale may not have 
the same implications on pricing as network effects, because when setting prices, a profi t-
maximizing fi rm will ignore the fi xed costs and base its pricing decision on the marginal 
costs only. Without other factors at play, this type of scale economies does not have any 
direct impact on fi rms’ pricing decisions.

Another important source of scale economies is learning by doing, which means that 
a fi rm becomes more efficient in its production process as more units are produced. 
Therefore a larger quantity results in a lower marginal cost. This creates an incentive for 
penetration pricing similar to the one under network effects.

Since Robinson and Lakhani (1975) there have been many studies on dynamic pricing 
under learning by doing, or experience effects. Robinson and Lakhani (1975) discuss 
a monopolist’s dynamic pricing policy under experience effects and product diffusion. 
Using an illustrative example, they show that initial prices could be well below the initial 
costs, which suggests that penetration pricing can be completely justifi ed for the sake of 
long-run profi ts.

Since learning by doing and network effects have similar implications for pricing, some 
researchers include learning by doing as one type of network effects (e.g. Bensaid and 
Lesne, 1996). However, it is still important to recognize the distinction that learning by 
doing reduces production costs while network effects increase product values.

6.  Empirical research
As evidenced by the large number of studies, the topic of pricing under network effects 
has been examined extensively in the theoretical literature. It is shown that network 
effects provide an incentive for fi rms to engage in penetration pricing. Under certain 
conditions an increasing price path can be optimal in both monopoly and oligopoly set-
tings. Compared with this rich theoretical literature, empirical studies on this topic have 
been scarce. Thus we are still not well equipped to provide normative guidance on fi rms’ 
pricing strategies in real industry settings.
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On the demand side, however, there have been many empirical papers that show the 
existence of network effects in various markets (e.g. Nair et al., 2004 on PDAs (personal 
digital assistants); Clements and Ohashi, 2005 on video game consoles). These demand-
side models can be extended in order to establish fi rms’ optimal pricing strategies on the 
supply side.

In such an attempt, Liu (2006) studies the dynamics of pricing in the video game 
console market. Clearly the existence of indirect network effects provides an incentive for 
penetration pricing for game consoles. But due to the rapid decline in costs, this incen-
tive does not lead to increasing console prices. Instead, we observe decreasing prices but 
increasing markups over time. On the other hand, consumers put different valuations on 
game consoles, which create an incentive for price-skimming. Based on the increasing 
markups, this incentive for price-skimming seems to be dominated by the competing 
incentive for penetration pricing due to indirect network effects.

To explain the observed price and markup patterns, Liu estimates a demand model 
similar to those in Nair et al. (2004) and Clements and Ohashi (2005). He then solves for 
the optimal pricing policies of competing console makers (i.e. Sony and Nintendo in the 
time period under study). It is shown that the optimal pricing policies are consistent with 
the observed price and markup patterns.

For empirical studies, the demand systems are relatively complicated. This often 
makes it infeasible to obtain analytical solutions to fi rms’ dynamic pricing problems. As 
demonstrated by Liu (2006), numerical dynamic programming techniques prove useful 
in solving these dynamic pricing problems.

Special attention is needed on the function form of the network effects. Linear network 
effects are often assumed in analytical models (e.g. Bensaid and Lesne, 1996; Cabral et 
al., 1999; Mason, 2000; Gabszewicz and Garcia, 2005). That is, the value that a network 
provides increases linearly with its installed base. Although this could be a good approxi-
mation at initial stages of a product life cycle, decreasing marginal network benefi ts may 
eventually take place. For example, when the use of the telephone was less common, 
it was important that one million people joined the telephone network, but today it is 
probably not a big deal whether one million people join or quit the telephone network. 
Swann (2002) argues that linear network effects can only be generated under very restric-
tive conditions, and most communication networks exhibit decreasing marginal network 
benefi ts. Therefore it is important for future empirical work to allow for fl exible specifi ca-
tions of network effects.

7.  An illustrative example
We illustrate the issues involved in empirical studies using the following example. Assume 
there are M potential consumers and J competing products in a durable-goods market 
characterized by network effects. Each product j is sold by a single-product fi rm j for T 
time periods.

The demand for product j in period t can be written as

 Qjt (pt, nt, Mt )

where pt is the vector of prices, nt is the vector of network sizes, and the network size of 
product j is simply its cumulative unit sales:
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 njt 5 a
t21

t51
Qjt

Mt is the market size, or equivalently the number of consumers who have not bought any 
of the J products. Mt and nt are related since

 Mt 5 M 2 a
J

j51
njt

Naturally the demand for product j decreases with its own prices but increases with its 
own network sizes and the market size, i.e.

 
'Qjt

'pjt
, 0,  

'Qjt

'njt
. 0,  

'Qjt

'Mt
. 0

Firms’ current prices affect not only their current demand, but also their future demand 
through future network sizes and future market sizes. Therefore, when setting prices each 
fi rm will look beyond the current period and maximize the expected present value of all 
current and future profi ts:

 E ca
T

t5t
dt2tpjt d

where d is a discount factor, and the profi t function is

 pjt 5 (pjt 2 cjt )Qjt

Although fi rms’ pricing decisions could potentially depend on the entire history of 
past states and actions, for simplicity it is often assumed that fi rms set prices based on 
the current state only. Let St be the state vector, which consists of all the current payoff 
relevant variables including Mt, njt and cjt. The evolution of St is governed by a Markov 
transition density F(St11 | St, pt) conditional on current prices.

First we consider a monopoly market with J 5 1. Subscript j can be omitted in this 
case. Defi ne the value function

 Vt (St ) 5 max
pt

E ca
T

t5t
dt2tpt(St, pt)  0  St, pt d

The optimal pricing policy can be obtained by solving the following Bellman equation

 Vt (St ) 5 max
pt

{pt (St, pt ) 1 E [Vt11 (St11 )  0  St, pt ] }

Each value function Vt(St) is associated with an optimal pricing policy pt(St). Usually 
it is infeasible to solve the dynamic pricing problem analytically, and hence numerical 
dynamic programming techniques need to be applied.

If the time horizon T is fi nite, we can start from the last time period and solve back-
wards in time. With an infi nite horizon T 5 `, the form of the value function Vt does not 
change across time periods. Therefore the Bellman equation becomes

 V(S) 5 max
p

{p(S, p) 1 E [V(S r )  0  S, p ] }
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Starting from an initial guess of the value function, we can iterate on the Bellman equa-
tion until it converges to the fi nal solution. Rust (1994) shows that, under fairly weak 
regularity conditions, the above Bellman equation has a unique solution.

Consumers are assumed to be heterogeneous so that some of them are willing to pay 
more than others. Suppose marginal costs remain constant over time. In the absence of 
network effects, in which case Qjt is independent of nt, the monopolist has incentives to set 
a high price initially and cut it later. Thus price-skimming may be the optimal strategy.

However, in the presence of network effects, there is a competing incentive to price 
low initially in order to build up the network. This incentive for penetration pricing may 
or may not dominate the incentives for price-skimming depending on the strength of 
network effects. As a result, prices can be increasing or decreasing.

To make the above discussion concrete, we consider a simple demand system. The 
indirect utility that a consumer i derives from a product is specifi ed as

 Uit 5 ai 1 bpt 1 gnl
t 1 eit

Here consumers differ in their intrinsic preferences toward the product according to a 
distribution function F(ai). A consumer’s individual taste, eit, follows a Type I extreme-
value distribution. The outside option is normalized to have a mean utility of zero net of 
an individual taste. Therefore the demand function is given by

 Qt (pt, nt, Mt ) 5 Mt3 exp(ai 1 bpt 1 gnl
t )

1 1 exp(ai 1 bpt 1 gnl
t )

dF(ai )

To solve for the optimal pricing policy, we assume a potential market size of 200 and 
a discrete distribution on ai: 10 percent of consumers have a 5 22 and the rest have a 
5 25. For other parameters we assume b 5 20.02, g 5 1, l 5 0.3 and a discount factor 
of 0.995. These parameter values are consistent with the estimates for the Palm Vx PDA 
in Nair et al. (2004).

After solving for the optimal pricing policy with a fi nite horizon of 24 time periods, 
we simulate the market evolution and plot the price path in Figure 20.2. It indicates an 
increasing price path under network effects. But without network effects, we would see 
decreasing prices over time.

Now consider an oligopoly market in which each fi rm’s pricing decision has to take 
into account the pricing policies of other fi rms. We need to solve the dynamic pricing 
game for the equilibrium pricing policies. The equilibrium concept often in use is the 
Markov-perfect equilibrium (MPE) in pure strategies. Maskin and Tirole (2001) provide 
a concise treatment of the MPE concept.

Given other fi rms’ pricing policies, a particular fi rm’s pricing policy can be obtained 
by following a similar algorithm to the one used for a monopoly market. We can then 
iterate through all fi rms’ pricing policies until convergence. Unlike the single-agent 
dynamic optimization problem, there is no general result that guarantees the existence 
and uniqueness of an equilibrium. In practice, the convergence of the solution algorithm 
confi rms the existence, and starting the algorithm from different initial values may help 
fi nd evidence of multiple equilibria.

In an oligopoly market, incentives for both price-skimming and penetration pricing 
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still exist, just as in a monopoly market. Competition may push initial prices lower than 
those under monopoly. But as we explained previously, a monopolist may expect more 
profi ts in future periods than oligopolists, and hence may be willing to cut initial prices 
even deeper. Therefore an oligopoly does not necessarily lead to lower initial prices.

If the market exhibits learning by doing, or experience effects, marginal costs will 
decline as more units are produced. This adds to the incentives for penetration pricing 
since a low initial price brings the additional benefi t of reducing unit production costs. 
It should be noted that, despite stronger incentives for penetration pricing, an increasing 
price path does not become more likely because costs are declining. Therefore it might be 
useful to examine the unit markups. Even if prices decrease, the incentives for penetration 
pricing could still be revealed by increasing markups.

In order to fi t this model to empirical data, generally there are two sets of parameters to 
be estimated. On the demand side, there may be parameters in the demand function Qjt. 
On the supply side, there may be parameters in the cost function cjt. A joint estimation of 
demand and supply is attractive in terms of efficiency. But, recognizing the computational 
burden in solving the dynamic pricing game, we may resort to a two-step approach. In 
the fi rst step, we can use data on quantities, prices and other covariates to estimate the 
demand parameters. In the second step, we can use the optimal pricing model to estimate 
the parameters on the supply side.

It should be mentioned that, if the costs are estimated in this way, implicitly fi rms are 
assumed to set prices optimally. This may or may not be an issue depending on the purpose 
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of the study. If we want to analyze fi rms’ current pricing strategies and provide guidance 
on how fi rms should set prices, then optimality assumption is not appropriate and cost 
estimates should come from other sources. In such cases a two-step approach is required.

8.  Conclusions and future research
Firms’ pricing strategies are intrinsically dynamic under network effects. Various issues 
on dynamic pricing of network goods have been examined carefully by a number of 
theoretical studies. In particular, the incentive for penetration pricing is emphasized. This 
literature is closely related to the literatures on two-sided markets, switching costs and 
economies of scale.

Due to the asymmetry between a rich theoretical literature and a limited empirical 
one, further empirical research might be fruitful in this area. In addition, there have been 
abundant examples of new products characterized by network effects, such as online 
gaming (e.g. Xbox Live), instant messaging software (e.g. AOL Instant Messenger, 
MSN Messenger, Yahoo! Messenger), etc. which provide exciting markets and issues for 
empirical studies.

As we have mentioned in the previous section, network effects are often assumed to be 
linear in network sizes. With empirical data, we can allow for a fl exible specifi cation of 
the network effect and uncover any decreasing marginal network benefi ts. A nonlinear 
network effect could affect fi rms’ pricing policies differently from a linear effect.

In most network industries, fi rms’ pricing decisions are affected by certain other factors 
besides network effects. The incentive for penetration pricing induced by network effects 
can be either strengthened or weakened by other factors. For example, learning by 
doing could provide a similar incentive for penetration pricing to network effects, while 
consumers’ heterogeneous valuations could provide a competing incentive for price-
skimming. Empirically we can estimate the magnitude of such factors and identify the 
effect of each on fi rms’ pricing policies.

Consumer expectations play an important role in the diffusion of network products. 
Consumers’ adoption decisions may depend on their expectations on future prices and 
network sizes. Different assumptions can be made on these expectations, ranging from 
completely myopic to perfectly forward looking. In an empirical model, we often rely on 
numerical techniques to solve fi rms’ dynamic pricing problems. If consumers are perfectly 
forward looking, their expectations will be consistent with future states of the market in 
equilibrium. Such a model could be challenging to solve. However, Dubé et al. (2008) 
have made signifi cant progress on this front recently.
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21  Advance selling theory
Jinhong Xie and Steven M. Shugan

Abstract
The term ‘advance selling’ refers to a marketing practice in which the seller offers opportunities 
for buyers to make purchase commitments before the time of consumption. New developments 
in technology are overcoming many difficulties that have hindered the usefulness of advance 
selling in the past and are making it economically efficient for sellers in many industries. 
Traditional explanations for advance selling generally require some unique industry charac-
teristics. Recent developments in advance selling theory illustrate that the profi t advantage of 
advance selling is far more general than previously realized; it does not require specifi c industry 
structures, such as capacity constraints and the existence of early arrivals with low valuation and 
late arrivals with high valuation. This suggests that offering advance sales can improve profi t 
simply because advance selling separates purchase from consumption, which creates buyer 
uncertainty about their future product/service valuation and removes the seller’s information 
disadvantage. Since such buyer uncertainty occurs in almost all markets, the profi t advantage 
of advance selling is generally applicable to sellers in many, if not all, industries. Moreover, this 
recent theory explains how various factors, such as seller credibility, marginal cost, capacity 
constraints, competition and refunds, affect the profi t advantage of advance selling, and sug-
gests specifi c selling strategies under different market/product conditions. Finally, this theory 
also demonstrates how advance selling can improve sellers’ profi t without necessarily reducing 
buyer surplus.

Overview
The term ‘advance selling’ refers to a marketing practice in which the seller offers 
opportunities for buyers to make purchase commitments before the time of consump-
tion. For example, providers in different service industries can advance-sell services 
(e.g. concerts, sports, vacation packages, training courses, park passes) that are to be 
delivered at a specifi ed future date or time period. Two recent changes have greatly 
increased the signifi cance of advance selling as a general marketing strategy. First, new 
developments in technology are changing marketing activities (Shugan, 2004) and, spe-
cifi cally, are overcoming many difficulties that have hindered the usefulness of advance 
selling in the past. These developments are making advance selling economically 
efficient, less costly for sellers in many industries and inhibiting barriers to advance 
selling such as arbitrage. Second, recent developments in advance selling theory (e.g. 
Shugan and Xie, 2000, 2005; Xie and Shugan, 2001) have illustrated that the conditions 
necessary for a profi t advantage from advance selling are far more general than previ-
ously thought. For example, consider traditional price discrimination explanations 
for advance selling that are often implemented with yield management systems. These 
systems hold capacity for late purchasers who are sometimes willing to pay more than 
those who buy in advance. However, these traditional explanations require specifi c 
relationships between price sensitivity and time of purchase (i.e. charging less to the 
price-sensitive leisure customers who often purchase early). This requirement is only 
met in a few industries, such as the travel industry (Desiraju and Shugan, 1999). New 
developments in advance selling theory, however, illustrate that the profi t advantage 
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of advance selling does not require specifi c industry structures, such as capacity con-
straints and the existence of early arrivals with low valuation and late arrivals with high 
valuation that we often observe in travel-related industries. It suggests that offering 
advance sales can improve profi t simply because advance selling separates purchase 
from consumption, which creates buyer uncertainty about their future product/service 
valuation and removes the seller’s information disadvantage (caused by the buyer 
knowing more about their own valuation than the seller does). Since such buyer 
uncertainty occurs in almost all markets, the profi t advantage of advance selling is 
generally applicable to sellers in many, if not all, industries. Moreover, this recent 
theory explains how various factors, such as seller credibility, marginal cost, capacity 
constraints, competition and refunds, affect the profi t advantage of advance selling, 
and suggests specifi c selling strategies under different market/product conditions. 
Finally, this theory also demonstrates how advance selling can improve sellers’ profi t 
without necessarily reducing buyer surplus.

In Section 1 of this chapter, we discuss how and why advances in technology are cre-
ating new opportunities for implementing advance selling strategies. In Section 2, we 
review various reasons for offering advance sales. We devote the next three sections to 
the theory of advance selling driven by buyer uncertainty concerning future valuations 
or consumption states. We introduce the basic idea of the theory in Section 3 and discuss 
factors affecting the profi t advantage of advance selling in Section 4. We focus on ‘when’ 
and ‘how’ to advance sell and discuss six specifi c selling strategies applicable to sellers 
facing different market/product conditions in Section 5. Finally, we provide a summary 
and state our conclusions in Section 6.

1.  New technologies facilitate advance selling

1.1  Past impediments
Although some sellers have been practicing advance selling for some time, particularly 
those with access to institutional channels for the purpose, older technologies continue 
to limit the usefulness of advance selling for at least three important reasons. First, the 
seller has had difficulties in controlling/limiting arbitrage, which has often dramatically 
reduced the profi tability of advance selling. For example, consider the case where an 
amusement park advance sells a park pass for future admission at a discounted price. 
An arbitrageur could buy the discounted park passes in advance and then make a profi t 
by reselling them at a higher price to customers who otherwise would have been willing 
to buy directly from the seller at high prices at the gate. Consequently, the seller lowers 
profi ts by offering advance sales. Second, until recently, many sellers lacked efficient 
ways of implementing advance selling, which increased transaction costs of advance 
sales for both sellers and buyers. For example, in order to complete a transaction in the 
advance period, either the buyer had to make an extra visit to the seller or the seller 
had to use a complicated and costly central database system and/or specialized physi-
cal distribution channel (e.g. a travel agency). It was impractical for many services to 
establish such a centralized database and distribution networks. Finally, the high cost 
of content presentation and constrained buyer–seller interaction (e.g. without travel 
agents) have limited traditional advance selling to the simplest and most standardized 
transactions.
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1.2  New technology
Many recent technological advances, such as Internet websites, electronic tickets and 
smart cards, are overcoming these limitations and making advance selling possible and 
indeed desirable for many service providers. These new technological developments 
facilitate advance selling by providing the following benefi ts:

1. Limiting arbitrage Electronic tickets and smart cards (i.e. credit card sized tickets 
with computer chips) can store and dynamically update relevant information such as 
the value, the quantity, the number and kind of pre-paid services, the valid duration 
of the pre-paid services, any restrictions on the pre-paid services and the quantity 
of services already consumed. Such encrypted information is making it difficult or 
impossible for arbitrageurs to resell the pre-purchased services (e.g. arbitrageurs are 
unable to certify to potential buyers that resold tickets provide the claimed services 
and have not expired). Smart cards provide more ample capacity for storing personal 
information (e.g. a digital picture of the user, biometric information) and are able 
to offer high-level encryption and sophisticated security protocols to identify users. 
These new technologies link a buyer’s identity with specifi c purchases, which signifi -
cantly increases a seller’s ability to limit/control the degree of arbitrage. National 
Ticket Company, for example, prints personalized bar-coded redemption tickets 
(www.nationalticket.com). Amusement parks are beginning to place usage informa-
tion on magnetic ticket strips that are updated electronically at the gate. Disney is 
using biometric palm readers and fi ngerprint scanners to identify season-pass holders 
(Rogers, 2002).

2. Lowering transaction costs of advance sales New technologies benefi t advance selling 
by lower transaction costs for several reasons. First, widespread access to Internet 
websites allows sellers to make transactions and communicate with buyers remotely, 
without the need for physical presence. Second, new technologies are making it pos-
sible for sellers to avoid the use of a central database and the infrastructure neces-
sary to allow real-time communication with that database. As ticketing technology 
becomes ‘smarter’, it is possible to record transaction records securely within a ticket. 
An electronic reader at any remote or decentralized location can obtain a customer’s 
transaction records from the ticket itself. For example, a dry cleaning service could 
sell a $20 ticket good for $25 worth of future services and the ticket keeps track of the 
remaining balance. For a more complex example, consider a ticket for an under-hood 
automotive service that could contain credits for three oil changes, one tune-up and 
two brake inspections. As a customer consumes the services, a local device debits the 
ticket so that that ticket is kept current. When the customer advance-buys additional 
services, a credit is added to the ticket. The ticketing technology does the accounting 
and no communication with a central database is required.

3. Allowing far more complex advance offerings In addition to discouraging arbitrage 
and lowering transaction costs, new technologies allow far more complex trans-
actions involving service packages with nonlinear pricing, bundling and variable 
consumption periods. For example, a hotel package can provide many different and 
complicated options, e.g. a bundle of a three-night stay with a dinner, a breakfast 
and, perhaps, tickets to local events; a two-night stay to be used during a specifi ed 
time period that may include blackout dates; or a fi ve-night stay that may not be 
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contiguous. Moreover, in addition to changes in package components, prices can 
continuously change over time as the service provider learns of demand and avail-
able capacity changes (e.g. due to cancellations). The service provider can now 
instantaneously adjust to changing conditions. In fact, it may be possible to make 
contingent sales, which allow buyers to make advance purchases for the right to use 
the service contingent on availability. Such sophisticated communications provide 
many benefi ts as well as satisfying the conditions that make advance selling profi table 
by creating more complex advance offerings. Complex advance offerings allow the 
seller to sufficiently differentiate advance offerings to avoid direct competition with 
other advance sellers. Moreover, complex advance offerings can focus on less con-
strained and more predictable dimensions of capacity. In sum, more sophisticated 
communication allows construction of very complex advance offerings that would 
be too costly to implement without the help of new technologies.

2.  Why advance-sell?
Various factors can cause sellers to offer advance sales, some of which are simple and 
intuitive. For example, for many services, offering advance sales can prevent long 
lines at the gate or ticket counters on the day of service delivery, which is desirable for 
both buyers and service providers (e.g. amusement parks, theaters, studios, museums, 
auto shows, airlines and railroads). Offering advance sales may also be necessary for 
service providers who need time to make logistic arrangements. For instance, requiring 
advance registrations allows conference organizers sufficient time to arrange meeting 
rooms, transportation, beverages and meals, and to prepare printed materials for 
participants.

For example, Moe and Fader (2002) show that advance selling can provide sellers with 
important information that allows better forecasting of future demand. Gale and Holmes 
(1993) argue that advance selling allows sellers to divert demand from high-demand 
peak periods to off-peak periods with lesser demand. For a review of this literature, see 
Anderson and Dana (2005). Other causal factors, however, may be less straightforward. 
In this section, we focus on several important economic factors that motivate advance 
selling.

2.1  Advance selling driven by price discrimination
Until recently, advance selling theory has largely focused on the benefi ts of price discrimi-
nation and has been applied mostly in travel-related industries (Borenstein and Rose, 
1994; Stavins, 2001). Although price discrimination usually requires monopoly power, 
Dana (1998) argues that, despite a lack of market power, fi rms might still use advance 
purchase sales to sell to low-valuation customers at lower prices as predicted by tradi-
tional models of second-degree price discrimination. Hence, when potential buyers differ 
in their willingness to pay and the certainty with which they will need the service, advance 
selling allows sellers to charge a lower price to buyers with lower valuations and a larger 
probability of needing the service.

Second-degree price discrimination can be an important factor motivating advance 
selling in these industries because these industries possess some specifi c characteristics, 
such as capacity constraints and the existence of two unique segments, ‘leisure travelers’ 
and ‘business travelers’, of which the former are typically more price sensitive and buy 
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earlier and the latter are typically less price sensitive but buy later. Hence, by offering cus-
tomers the options of purchasing in advance at a low price or waiting to buy when close 
to the time of service delivery at a high price, the seller creates opportunities to segment 
the market based on buyer heterogeneity.

As noted earlier, Dana (1998) shows that advance selling can allow the seller to segment 
the market based on heterogeneity in buyer demand certainty when the transaction costs 
of using spot prices to clear markets are excessively high (i.e. fi rms may employ some 
alternative rationing rules to clear the market). Specifi cally, Dana (1998) considers the 
situation where customers differ in certainty about their future need for the service and, 
consequently, their valuation. Dana (1998) considers potential buyers who differ in 
their willingness to pay and the certainty with which they will need the service. Advance 
selling allows sellers to charge a lower price to buyers with lower valuations and a larger 
probability of needing the service. Hence, when there is a negative correlation between 
demand certainty and valuation (i.e. buyers with more certain demands have a low valua-
tion, but buyers with a less certain demand value the service more highly), customers with 
more certain demands and low valuation prefer to buy in advance to avoid the chance of 
being rationed in the spot market, especially when rationing of the item (e.g. airline seats) 
favors customers with low demand certainty and high valuation.

Gale and Homes (1992) provide another potential application of price discrimination 
when proposing that advance selling can both segment the market based on buyer hetero-
geneity in the strength of their preference and allow diversion of some buyers to off-peak 
services. Specifi cally, they consider the case where an airline operates two fl ights with 
departures at different times. In the advance period, all customers are uncertain about 
which fl ights they prefer, although some customers have a strong preference and others 
a weak one. Customers with a weak preference (e.g. with more time fl exibility) prefer to 
buy in advance at a lower price, even though this leads to a higher risk of being ticketed 
on their less preferred fl ight (because they have bought their tickets before knowing which 
fl ight they prefer). Customers with a strong preference, on the other hand, choose to delay 
their purchase decision until the date of departure (i.e. after they have learned which fl ight 
fi ts their schedule best), even though they have to pay a higher price. Advance selling 
induces customers with weak preferences to buy in advance, which offers those with 
strong preferences a higher chance to get their preferred fl ight and increase their willing-
ness to pay. Gale and Holmes (1993) further show that such discrimination provides an 
efficient allocation of capacity because it shifts buyers from peak to off-peak fl ights.

2.2  Advance selling driven by efficient capacity utilization
While advance selling at discount prices allows the seller to price-discriminate against 
high-valuation customers who arrive late, efficiently allocating capacity between differ-
ent fare classes is extremely challenging for industries where the sellers face both capacity 
constraints and demand uncertainty (i.e. travel-related industries). In these industries, 
advance selling is often associated with yield management (also called revenue man-
agement), which utilizes heuristics and tools for capacity allocation (Weatherford and 
Bodily, 1992; Chatwin, 2000; Subramanian et al., 1999). As pointed out by Desiraju and 
Shugan (1999), yield management systems can assist advance selling only in industries 
with binding capacity and those that exhibit some special buyers characteristics (e.g. the 
inverse relationship between consumers’ price sensitivity and their arrival time). Desiraju 
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and Shugan (1999) explain that, despite popular belief that yield management lowers 
prices, the actual intent of yield management is to save capacity for the late buyer who 
will pay lower prices. Otherwise, without capacity constraints, the seller could simply sell 
to meet demand.

One important yield management tool is overbooking – advance selling tickets for more 
seats than are actually available (Biyalogorsky et al., 1999; Chatwin, 2000; Subramanian 
et al., 1999). Overbooking maximizes capacity utilization and avoids revenue loss from 
‘no shows’, but can suffer from the cost of compensating customers with confi rmed seats 
who are bumped from an overbooked service.

Biyalogorsky and Gerstner (2004) show that in markets where low-valuation buyers 
arrive early and high-valuation buyers arrive late, advance selling under contingent 
pricing can enhance capacity utilization in the presence of both capacity constraints and 
demand uncertainty. In such markets, spot selling leads to low capacity utilization and 
decreased profi ts. Specifi cally, if capacity is reserved for spot sales at high prices, the 
reserved capacity will remain unsold if the high-valuation buyer fails to appear. If capa-
city is reserved for spot sales at low prices, the high-valuation buyer may not obtain the 
capacity even if she shows up, and the seller loses the opportunity to receive a high price 
for the purchase. However, if the seller advance sells under a contingent pricing contract, 
i.e. offering a low price in advance, but canceling the sales to low-paying advance buyers 
if high-valuation customers show up later, the seller can maximize capacity utilization 
and increase profi t. Biyalogorsky et al. (2005) illustrate that providers with multi-class 
services (e.g. airlines offering fi rst-class and coach-class seats) can increase capacity uti-
lization by advance selling ‘upgradeable tickets’ to low-valuation buyers. The advance 
buyers of such tickets will be upgraded to a higher class of service (e.g. a hotel room with 
an ocean view) at the time of service delivery only if the reserved higher-class capacity 
remains unsold.

2.3  Advance selling driven by multiple selling limited capacities
Xie and Gerstner (2007) show that in the presence of capacity constraints, advance selling 
can not only be used to minimize unused capacity, as discussed earlier, but can also be 
used to sell a limited capacity multiple times. Advance buyers may fi nd other alternatives 
after they have made advance purchases. If the alternative is sufficiently attractive, they 
are willing to pay a cancellation fee to terminate their pre-paid contracts. This implies 
that the seller has the opportunity to sell the same capacity twice, i.e. collecting fees 
from advance buyers who cancel and then reselling the freed slots. Multiple selling can 
be profi table even if the canceled unit was originally sold to high-valuation customers 
at a premium price and has to be resold to low-valuation customers at a low price as 
long as the refund offered for cancellation is lower than the resell price. Note that some 
consumer-added surplus is created when customers fi nd new alternatives, which is why 
the advance buyers would be willing to pay a cancellation fee to get out of their paid-
in-advance contract. Advance selling allows the seller to capture such consumer-added 
surplus – a profi t potential that is not possible under a spot-selling strategy.

2.4  Advance selling driven by buyer uncertainty
All of the economic motivation factors previously discussed require either buyer hetero-
geneity or capacity constraints (or both), because the profi t advantages from advance 
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selling in these cases are fundamentally driven by enhanced price discrimination or 
increased capacity utilization. Shugan and Xie (2000) proposed a theory of advance 
selling driven by buyer uncertainty, which suggests that conditions for a profi t advantage 
are more general than previously thought and do not require the benefi t of price discrimi-
nation and improved capacity utilization. Unlike research exploiting differences between 
consumers on their uncertainty for merely implementing price discrimination (e.g. 
Courty and Hau, 2000), Shugan and Xie (2000) proved that advance selling can increase 
profi ts simply because consumers have uncertainty about their future consumption states 
(whether consumers differ on uncertainty or not). Their proof requires conditions satis-
fi ed in almost all markets. Xie and Shugan (2001) further develop this theory by analyzing 
the impact of various factors affecting the profi t potential of advance selling, such as seller 
credibility, buyer risk aversion, capacity constraints and refunds, and they offer specifi c 
guidelines for advance selling in different market/product conditions. Shugan and Xie 
(2005) extend the theory to competitive markets and examine how competition affects the 
profi t advantage of advance selling. We now use a simple example to illustrate the core 
idea of this theory of advance selling. We then devote the next three sections to examine 
this theory in more detail and discuss its implications.

Consider a local river cruise line offering a ‘Friday Moonlight Dance Cruise’ that 
departs at 9:00 p.m. and returns at 1:00 a.m. The value of the dance cruise to a given 
customer on a given Friday may depend on many personal factors, including whether 
she is in a good mood for such a late-night entertainment or has an unexpected schedule 
confl ict. When the Friday arrives, the customer knows these factors and forms a valua-
tion (willingness to pay). Several weeks before the Friday, however, this future valuation 
is uncertain.

We fi rst consider the case where the cruise line sells the ticket on the day of the cruise 
departure (i.e. when consumers have resolved their valuation uncertainty). We call this 
case ‘spot selling’. Suppose, on a given Friday evening, 100 potential customers are 
equally likely to be in a favorable consumption state for the cruise (e.g. in good health 
and/or mood for enjoying a late-night dance party on the river) or an unfavorable 
consumption state (e.g. feeling tired, facing a deadline at work, or interested in some 
other activities, such as a late comedy show performed on the same Friday night). 
Suppose customers are willing to pay $60 when in a favorable state, but only $30 in 
the unfavorable state (of course, any number of states is possible). Also suppose that 
the cruise line has enough capacity to service 100 people on any given night and the 
average variable cost of serving a customer is $10. With spot selling, the cruise line 
has two possible optimal strategies: (1) charge the higher price of $60 and sell to only 
50 customers who are in the favorable state, which leads to a profi t of $(60–10) 3 50 
5 $2500; or (2) charge the low price of $30 and sell to all 100 customers, which leads 
to a profi t of $(30–10) 3 1000 5 $2000. Clearly, under spot selling, the optimal price 
is $60 and the maximum profi t is $2500. Notice that, under the optimal spot price of 
$60, total consumer surplus is zero because all buyers pay a price equal to their valu-
ation (i.e. $60).

Next, we shall see what happens if the cruise line offers the cruise tickets three weeks 
before the Friday evening (i.e. when customers have some uncertainty about their valua-
tion). We call this case ‘advance selling’. Given an equal chance to be in the favorable and 
unfavorable states, all customers expect to have a valuation of $60 3 0.5 1 $30 3 0.5 5 
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$45 for the dance cruise. Hence, by charging a discounted price of $45, the seller will be 
able to advance-sell to all 100 potential customers and earn a profi t of $(45 2 10) 3 100 
5 $3500. Hence, with advance selling, the seller achieves a profi t improvement over spot 
selling of ($3500 2 $2500) / ($2000) 5 40%. Furthermore, as in the case of spot selling, 
the total consumer surplus under advance selling is zero (i.e. 50 buyers in favorable state 
receive a total positive surplus of $(60 2 45) 3 50 5 $750, and 50 buyers in unfavorable 
state receive a total negative surplus of $(30 2 45) 3 50 5 2$750).

Finally, we consider the ideal case where the seller is able to implement fi rst-degree 
price discrimination, such that each customer pays their respective true willingness to 
pay (i.e. the customers who are in a favorable state pay $60, and the customers who are 
in an unfavorable state pay $30). With such perfect price discrimination, the seller is able 
to earn a profi t of $(60 2 10) 3 50 1 $(30 2 10) 3 50 5 $3500, which is exactly the same 
profi t that she achieves under advance selling!

The above example reveals the following intriguing facts:

1. Under both advance- and spot-selling strategies, a single price is charged to all 
customers (i.e. $60 under spot selling and $45 under advance selling), suggesting 
that the 40 percent profi t advantage of advance selling is not achieved by enhanced 
price discrimination or price discrimination of any kind (all consumers pay the same 
price).

2. Under both advance- and spot-selling strategies, the seller has enough capacity to 
serve all potential customers, suggesting that the 40 percent profi t advantage of 
advance selling is not due to the benefi t of yield management.

3. Advance selling increases the cruise line’s profi t by 40 percent but has no impact on 
total consumer surplus, suggesting that advance selling can help the seller without 
hurting buyers.

4. Advance selling allows the cruise line to achieve the amount of profi t only possible 
under fi rst-degree price discrimination (i.e. $3500), suggesting that the profi t advan-
tage of advance selling can be enormous.

5. This example is not dependent on these particular numbers. In fact, Xie and Shugan 
(2001) show that increased profi ts of 100 percent are possible. Moreover, advance 
selling can increase profi ts with or without positive variable costs.

These facts are intriguing because they cannot be explained by the previous theory of 
advance selling and raise many important questions. For example, without the benefi t of 
price discrimination and yield management, what is the fundamental source for the 40 
percent profi t improvement? How can advance selling benefi t the seller without harming 
the buyer? How can the seller achieve the profi t of fi rst-degree price discrimination 
without either knowing the individual consumers’ consumption states or charging them 
different prices? Furthermore, do these intriguing facts only hold for this specifi c example, 
or are they generally applicable to many more realistic settings (e.g. when consumers have 
more than two discrete consumption states, differ in their arrival times, or are risk averse, 
when the seller has capacity constraints or faces competition, or when refunds have to be 
offered to consumers who want to cancel advance purchases)? Finally, it is important to 
understand how sellers facing different market/product conditions should advance-sell. 
For example, when should we offer advance sales? How do we decide the price of advance 
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and spot sales? When should we limit the capacity for advance sales? We answer these 
questions in the next three sections.

3.  A theory of advance selling driven by buyer uncertainty

3.1  Buyer state-dependent utility
The consumption utility of a given product or service for a given consumer may not be 
fi xed, but may vary from time to time even if the quality of the product or service is constant 
(Hauser and Wernerfelt, 1990). The reason is that individual consumers can have multiple 
consumption states, and the level of realized utility from consuming a product or enjoy-
ing a service depends on the state of the consumer at the time of consumption or service 
delivery. Buyer consumption states are often affected by many personal factors, including 
health, mood, fi nances, work schedule and family situation. For example, the value of 
a dinner buffet at a Chinese restaurant to a given customer on a given Saturday evening 
could be affected by how much the customer craves Chinese food and the magnitude of 
the customer’s hunger. The value of a summer holiday vacation package to a given family 
will be higher if the family is in a more favorable consumption state (e.g. healthy, in the 
mood for a vacation, and with no signifi cant confl ict) and lower in a less favorable state 
(e.g. a child has a cold, the roof of the house is leaking after major rainfall, a close friend is 
coming to town, or the family is facing some fi nancial difficulty). The factors determining 
the true state of the customer for the specifi c consumption (e.g. a Chinese buffet dinner on 
a specifi c night or the vacation package for specifi ed days and location) are often known to 
the customer only when close to the time of consumption. This is known as state-dependent 
consumption utility.

For example, consider the valuation of a soft drink. States might be not thirsty, some-
what thirsty, thirsty and very thirsty. As we move from the fi rst state to the last, the buyer 
is willing to pay more for the soft drink. Close to the time of consumption, the buyer 
knows their own state (i.e. how thirsty they are). However, when buying in advance for 
future consumption, say a day in advance, the buyer has beliefs only about their future 
states, which we capture with state probabilities.

3.2  Spot selling: seller information disadvantage
State-dependent consumption utility can have signifi cant implications for the seller, 
especially when the buyer has limited control over the time of consumption. These 
situations occur in many service markets (e.g. concerts, sports, cruises, group tours, 
educational programs, fl ights and trains, conferences, trade shows) where the service 
delivery time is scheduled by service providers rather than by each individual buyer.1 In 
these situations, the buyer’s willingness to pay depends on unobserved factors known 
only to the buyer with certainty at the time of consumption. From a seller’s perspec-
tive, this implies that the seller faces an information disadvantage when close to the 
time of consumption (i.e. the spot period) because, at that point, the buyers know their 

1 The value of a bottle of water to a customer may vary depending on whether or not she is 
thirsty; however, the realized utility of the bottle of water may not vary much if she can always 
decide when to drink it.
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consumption states while sellers do not. Such an information disadvantage can poten-
tially reduce seller profi t.

3.3  Advance selling: creating buyer uncertainty
By offering sales in advance, sellers can separate purchase and consumption, usually 
creating buyer uncertainty at the point of purchase around future consumption states 
and future valuations. Consequently, sellers can sell in advance to buyers with only 
uncertain future valuations or spot-sell to buyers with known valuations or do both. 
For example, when consumers advance purchase services (e.g. a Broadway show ticket, 
a summer camp sign-up, a SAT (standardized aptitude test) preparation course regis-
tration, a skating rink pass, or a tour bus voucher), they may be uncertain about their 
future valuation associated with the consumption of the service. Such buyer uncertainty 
creates an opportunity for profi t improvement because it removes the seller information 
disadvantage. We shall see that advance selling also usually allows increased market 
participation because some buyers will have higher future valuations while others will 
have lower future valuations.

3.4  Profi t advantage of advance selling
We now use a simple model to illustrate how buyer uncertainty creates a profi t advan-
tage for advance selling. To rule out the possibility of price discrimination, we consider 
a homogeneous market where all consumers arrive at the same time and have exactly the 
same distribution for their future valuation of the service. Specifi cally, assume that all 
consumers arrive in advance and have a q probability to be in a favorable state associ-
ated with a high valuation of H and a 1 2 q probability to be in an unfavorable state 
associated with a low valuation of L, where H . L. There are absolutely no restrictions 
on the number of possible states and we only assume two states to illustrate the general 
intuition. Suppose both buyers and sellers know the distribution of buyer valuations. 
Let c denote the marginal cost, where c # L, and M denote the number of total potential 
customers. To eliminate any confusion with yield management, suppose the seller has 
sufficient capacity to serve all M customers.

In the case of spot selling, the seller offers sales in the spot period, in which q frac-
tion of customers are in a favorable state and are willing to pay H and 1 2 q fraction 
of customers are in an unfavorable state and are willing to pay only L. Customers 
decide whether to buy based on the spot price and their realized valuation. Note that 
customers have different realized valuations in the spot period (i.e. H or L), which is 
their private information unknown to the seller. The seller considers two spot-selling 
strategies: charging a high spot price of H or a low spot price of L.2 We call these two 
spot-selling strategies ‘high-price spot selling’ and ‘low-price spot selling’, respectively. 
The profi ts under the two spot-selling strategies are given in the fi rst two columns of 
Table 21.1. In the case of advance selling, the seller offers sales in the advance period, in 
which customers, like the seller, do not know their future consumption state. Given such 
buyer uncertainty, customers make purchase decisions based on their expected valuation 

2 Spot selling at any price between L and H is dominated by spot selling at a price of H; spot 
selling at any price below L is dominated by spot selling at a price of L.
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EV , where EV 5 qH 1 (1 2 q)L. The seller offers advance sales at a price of EV .3 The 
profi t under ‘advance selling’ is presented in the third column of Table 21.1.4

To understand the sources of the profi t advantage of advance selling, we compare each 
of the selling strategies with the ideal situation where the seller is able to implement fi rst-
degree price discrimination (FPD), i.e. charging buyers in a favorable state a high price of 
H and buyers in an unfavorable state a low price of L. We present the case of fi rst-degree 
price discrimination in the last column of Table 21.1. We show the price, sales and profi t 
under each case in the fi rst three rows and the lost profi t of each selling strategy compared 
with the case of FPD in the fourth row of Table 21.1. We also presents consumer surplus 
under each case in the last row of Table 21.1.

Table 21.1 reveals that, compared with the case of fi rst-degree price discrimination, the 
two spot-selling strategies lead to lower profi ts. Specifi cally, the profi t lost under high-
price spot selling strategy is M(1 2 q) (L 2 c) . This profi t decrease occurs because under 
high-price spot selling, the seller fails to capture demand from customers in an unfavo-
rable state although their valuation is higher than the cost, L . c. This profi t decline is 
greater when the profi t margin from selling to these consumers increases (i.e. L 2 c is 
higher) or when more customers will be in an unfavorable state (i.e. q is smaller). The 
profi t decrease under low-price spot selling is Mq(H 2 L) . This profi t decrease occurs 
because, under low-price spot selling, the seller charges the same price to all consumers 

3 Advance selling at any price above EV generates zero sales; and advance selling at any price 
below EV leads to the same sales but a lower profi t margin compared with advance selling at a 
price of EV.

4 Note that the seller can also consider offering sales both in advance and spot periods such 
as advance selling at a price of EV and spot selling at a price of H, or advance selling at a price of 
EV and spot selling at a price of L. However, the former is equivalent to advance selling only at 
EV because all consumers will buy in advance, and the latter is equivalent to spot selling only at L 
because all consumers will wait.

Table 21.1  Profi t advantage of advance selling

High-price spot 
selling

Low-price spot 
selling

Advance selling First-degree price 
discrimination (FPD) 

in the spot period

Price H L EV 5 qH
 1 (1 2 q )L

H ( to those in 
 favorable state)

L (to those in 
 unfavorable state)

Sales qM M M M
Profi t qM (H 2 c ) M (L 2 c ) M (qH

1 (1 2 q )L 2 c )
M (qH

1 (1 2 q )L 2 c )
Lost profi t 
 compared 
 to FPD

M (1 2 q ) (L 2 c ) Mq (H 2 L ) 0 N/A

Consumer 
 surplus

0 Mq (H 2 L ) 0 0
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although those in a favorable state have a higher valuation than those in an unfavorable 
state, H . L . This profi t decline is greater when the difference between valuations associ-
ated with favorable and unfavorable states increases (i.e. H 2 L is larger) or when more 
consumers will be in a favorable state (i.e. q is higher).

The profi t decreases under spot selling shown in Table 21.1 are not surprising given 
that the seller has neither the knowledge of individual consumers’ consumption states 
nor the market power to charge different prices to consumers in different consumption 
states. However, it is surprising to see in Table 21.1 that, with the same seller knowledge 
and market power, the advance selling strategy allows the seller to achieve the profi t 
that would be possible only under fi rst-degree price discrimination (i.e. the lost profi t 
under advance selling is zero), regardless of the specifi c values of H, L, q and c. (Notice 
that our early example of the local river cruise line is a special case of Table 21.1, where 
H 5 60, L 5 30, q 5 0.5, c 5 10.)

The advantages of advance selling over spot selling illustrated in Table 21.1 are funda-
mentally driven by buyer uncertainty that only occurs in the advance period but not in 
the spot period. The seller has an information disadvantage in the spot period given that 
the buyer’s consumption state is known to the buyer but not to the seller. As a result of 
such an information disadvantage, the seller has to either give up the potential demand 
from consumers in an unfavorable state (as in the case of high-price spot selling) or give 
up the high profi t margin from consumers in a favorable state (as in the case of low-price 
spot selling). However, as shown in Table 21.1, moving the transaction time from the spot 
period (i.e. when buyers have no uncertainty) to the advance period (i.e. when buyers 
have uncertainty) allows the seller to achieve both the benefi ts of a larger demand and 
a higher margin. This is because buyer uncertainty motivates consumers to change their 
decision criterion, i.e. rather than making purchase decisions based on realized utility 
in the spot period, they make those decisions based on expected utility in the advance 
period. Note that customers’ realized utility is an individual consumer’s private informa-
tion unavailable to the seller; however, their expected utility can be constructed based on 
the seller’s knowledge about the distribution of consumer valuation using the aggregate 
sales data. Without an informational disadvantage in the advance period, the seller is 
capable of reaching full market coverage (i.e. selling to all M customers) at a price higher 
than the valuation associated with an unfavorable state, EV . L. Note that if the same 
price of EV 5 qH 1 (1 2 q)L is offered in the spot period, the seller can only generate 
a demand of qM and is unable to reach full market coverage.

Finally, Table 21.1 shows that consumer surplus under advance selling is the same as 
that under high-price spot selling but lower than that under low-price spot selling. This 
implies that advance selling improves profi t without reducing buyer surplus as long as 
the seller prefers high-price spot selling over low-price spot selling, which is the case when 
the favorable-state probability (q) is sufficiently high, the valuation difference between 
favorable and unfavorable states (H 2 L) is sufficiently high, or the profi t margin from 
selling to customers in an unfavorable state (L 2 c) is sufficiently low. In sum, advance 
selling increases market participation, which increases profi ts without affecting consumer 
surplus.

It is important to note that although the simple model presented here has only two 
possible consumption states (i.e. a favorable state and an unfavorable state), the profi t 
advantage of advance selling driven by buyer uncertainty applies for any distribution 
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of consumer valuations provided that expected valuations are above cost (see Shugan 
and Xie, 2004 for a formal analysis of a general distribution of consumer valuation). 
Furthermore, although the profi t advantage of advance selling does not require buyer 
heterogeneity in the advance period (e.g. our simple model assumes the same distribu-
tion of valuation for all potential buyers), buyer heterogeneity can make advance selling 
even more profi table. For example, Shugan and Xie (2004) show that when buyers differ 
in their distribution of valuation, advance selling can future-improve profi ts by price 
discrimination between different segments with a combination strategy: advance selling 
at a discounted price and spot selling at a high price (see also Xie and Shugan, 2001 for a 
formal analysis of the case where consumers arrive at different times).5

4.  Important factors affecting advance selling
We have shown in the previous section that the profi t advantage of advance selling does 
not require price discrimination nor yield management and can be driven simply by 
buyer uncertainty. In this section, we discuss some important factors affecting the profi t 
potential of advance selling.

4.1  Seller credibility
The fi rst important factor is the seller’s ability to credibly offer a discounted advance 
price. To motivate an advance purchase, the seller must often offer a discounted advance 
price. Unless consumers believe that a higher price will be charged in the future, they may 
decide to wait rather than make an advance purchase. This situation can create problems 
for sellers, especially when buyers expect that sellers will offer both advance and spot 
sales – a likely outcome when some customers fail to plan ahead for various reasons and 
enter the market only in the spot period (see Xie and Shugan, 2001 for a formal analysis 
of this case). In general, the seller’s ability to credibly commit to a high spot price is a 
crucial condition for inducing advance sales. At least three types of sellers can establish 
such credibility:

1.  Sellers with high marginal costs When it is very costly to serve each customer, it is 
in the seller’s best interest to charge a higher rather than a lower spot price because 
the benefi t of serving customers in low valuation may not be sufficient to compen-
sate for its cost. If customers were aware of a high service cost, they would expect a 
higher spot price. As a result, a high cost can help the seller to establish endogenous 

5 Table 21.1 assumes that all customers arrive in the advance period. In the case where cus-
tomers arrive in both the advance and spot period, the advance purchase decision by the early 
arrivals will be affected by their expected future spot price, p|S. When buyer valuations are H and 
L with probabilities q and 1–q, respectively, the maximum price inducing an advance purchase is 
pmax

A 5 qp|S 1 (1 2 q )L for p|S # H and pmax
A 5 EV, otherwise. Furthermore, consider a general 

density function f (r)  for buyer valuations where L , r , H. Let pA denote the price in the advance 
period. The maximum advance price (buyers will pay) can be derived by equating the early arriv-
als’ expected surplus from advance purchase, ESA 5 eH

L rf (r)dr 2 pA, with their expected surplus 
from waiting, ESW 5   eH

pS
(r 2 p|S) f (r)dr. Solving for pA, we obtain pmax

A 5 p|S 2 epS

L
( p|S 2 r) f (r)dr 

for a general distribution. Readers interested in models of advance selling strategy should consult 
Xie and Shugan (2001) and Shugan and Xie (2005).
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credibility. This reasoning is a consequence of imposing the rationality condition on 
consumers.

2. Sellers with limited capacity The optimal spot price is determined based on both 
the demand and the available capacity in the spot period. Sellers with limited capac-
ity benefi t little from offering low spot prices because the capacity is insufficient to 
satisfy the large demand. Consequently, when consumers know capacity is limited, 
they will expect high spot prices. Limited capacity also implies that, if the early 
arrivals wait, they may not be able to purchase in the spot period. A ‘no capac-
ity’ situation is equivalent to one in which the spot price is infi nite. Hence use of 
capacity constraints is another way for the seller to gaining endogenous credibility. 
By selling sufficient capacity in advance, the seller credibly commits to a high spot 
price.

3. Sellers with established exogenous credibility Even when sellers have very low 
costs and sufficient capacity, it is still possible to establish exogenous credibility. 
For example, many sellers, such as Disneyland, The Lake Erie Speedway and The 
Delaware Valley Bluegrass Festival, offer both a discounted ‘Advance Price’ and a 
regular ‘Gate Price’ simultaneously and routinely. A potential buyer has the option 
to pay a low ‘Advance Price’ for a future ticket or pay a high ‘Gate Price’ for a ticket 
good for the day of purchase. The fact that the future spot price is observable at the 
time when customers are making advance purchases allows the seller to establish 
exogenous credibility. Finally, persistently maintaining a reputation for a high spot 
price might also be sufficient for exogenous credibility when buyers expect sellers to 
guard zealously their reputations or face future loses.

4.2  Marginal cost
The second important factor is the marginal cost. On the one hand, a sufficiently low 
marginal cost is necessary to make advance selling at a discounted price profi table. As 
discussed earlier, advance selling allows sales to buyers who would be in unfavorable 
states later and would not purchase under a high spot price. Selling to those buyers, 
however, is unprofi table when the value of the product/service is less to them than its 
cost. When costs are too high (e.g. when c . L in Table 21.1), advance selling fails to 
improve profi ts (see ‘Strategy III: same low advance and spot prices’ in the next section). 
We call the requirement of a sufficiently low cost the ‘profi tability condition’ of advance 
selling. On the other hand, for sellers without capacity constraints, too low a cost may 
destroy the ‘credibility’ condition of advance selling, under which the customers believe 
the advance price is discounted from the spot price. A marginal cost that is too low may 
also motivate customers to wait rather than to purchase in the advance period because, 
under such conditions, they will expect a low spot price.

4.3  Capacity constraints
Capacity constraints affect advance selling strategies in several ways. First, they can facil-
itate advance selling. As mentioned earlier, without capacity constraints, a sufficiently 
high marginal cost is necessary to make a high spot price credible. Without that high 
spot price, buyers would not purchase in advance. However, in the presence of capacity 
constraints, the seller can credibly commit to a high spot price despite a zero marginal 
cost, because lack of availability implies an infi nite spot price.
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Second, capacity constraints allow sellers to charge a premium for advance purchase 
(see ‘Strategy V: PREMIUM advance selling’ in the next section). Without capacity con-
straints, buyers will pay no more in advance than the expected spot price. In the presence 
of capacity constraints, however, advance buyers must consider both the spot price and 
the likelihood of lack of availability in the spot period if they wait. They may be willing 
to pay a higher price in advance rather than compete with later arrivals in the spot period 
if the chance of obtaining capacity is sufficiently low. In general, premium advance selling 
is possible when the capacity is sufficiently large to make a low spot price optimal, but 
also sufficiently small to make the likelihood of availability in the spot period sufficiently 
low.

Third, although limited capacity can create the ability to advance-sell or even offer the 
opportunity for charging premium advance prices, it can also reduce the incentive for the 
seller to offer advance sales. For example, when capacity constraints are severe, the seller 
can easily sell out at a high spot price, implying that it is in the seller’s best interest to 
offer only spot sales (see ‘Strategy II: high spot prices without advance sales’ in the next 
section). When capacity constraints are not too severe, the seller may benefi t by offering 
limited advance sales at discount prices and reserve sufficient capacity for spot sales at 
high prices (see ‘Strategy IV: discount advance selling, limit on advance sales’ in the next 
section).6

4.4  Refunds for cancellations
Can the seller still benefi t from advance selling if refunds are offered to advance buyers 
who wish to cancel their advance purchase at a later time because their state (ability to 
enjoy the service) becomes unfavorable? Surprisingly, as we show below, despite lower 
sales with refunds, advance selling with partial refunds can provide more profi t than 
advance selling without refunds.

The benefi t of offering refunds can be cost driven. To illustrate this we extend our 
basic model by allowing three possible consumption states that are associated with three 
different valuations, {H, L, V0}, where H . L . c . V0. We assume that the buyer is 
equally likely to be in any of the three states. Under a no-refund policy, in advance period, 
consumer expected valuation is EVNR 5 (H 1 L 1 V0 ) /3. By offering the advance sales 
at the price of EVNR, all M potential consumers buy. The seller’s maximum profi t under 
advance selling without refunds is

 pNR 5 aH 1 L 1 V0

3
2 cbM

Now consider advance selling with a partial refund,R, where L . R . V0. Under such 
a partial refunds policy, advance buyers request refunds when in their worst state (i.e. a 
valuation of V0), but otherwise enjoy the service. In the advance period, the consumer’s 
expected valuation is EVR 5 (H 1 L 1 R) /3. By offering advance sales at the price of 
EVR, all M potential consumers will buy. Among them, two-thirds will enjoy the service, 

6 A formal analysis of capacity constraints on advance selling can be found in Xie and Shugan 
(2001).
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but one-third will cancel the purchase later and will receive a refund of R. The seller’s 
profi t of advance selling with refunds is 

 pR 5 e aH 1 L 1 R
3

2 cb2
3

1 aH 1 L 1 R
3

2 Rb1
3
fM = e H 1 L

3
2

2c
3
fM

Now consider the difference in the profi t from advance selling with (pR) and without 
refunds (pNR), i.e.

 pR 2 pNR 5 aH 1 L
3

2
2c
3
bM 2 aH 1 L 1 V0

3
2 cbM 5 aV0 2 c

3
bM

Profi ts with refunds are greater when pR . pNR or c . V0. This suggests that offering 
partial refunds increases the profi tability of advance selling as long as the seller’s marginal 
cost of offering the service is higher than the value of the service to the consumer who 
wants to cancel. Note that in this situation, offering partial refunds increases profi ts not 
by increasing revenues, but by cost savings from not serving customers in extremely low 
value states. Also note that offering refunds increases the buyer’s expected utility, and 
thus their willingness to pay for advance sales. The seller can charge a higher advance 
price under the refund policy (i.e. EVR 5 (H 1 L 1 R) /3 than that under the no-refund 
policy (i.e. EVNR 5 (H 1 L 1 V0 ) /3). This higher advance price under refunds compen-
sates for the actual cost of the refunds. Recall our early example of the river cruise line. It is 
possible that some customers may be in states associated with very low or even zero value 
for the late-night dance cruise on a given Friday night (e.g. having severe back pain). The 
above discussion suggests that the cruise line can earn a higher profi t by offering refunds 
to encourage advance buyers who value the cruise less than the cost of serving them (c 5 
$10). Such a refund policy also allows the cruise line to charge a higher advance price.

In addition to the benefi t of refunds due to cost saving, refunds may also be used as a 
way of generating more revenue for sellers with capacity constraints. Xie and Gerstner 
(2007) show that allowing customers who fi nd better alternatives to escape service con-
tracts for a fee creates opportunities to sell the capacity-constrained service multiple 
times. The better the alternative that motivates a cancellation, the more profi table is a 
refund-for-cancellations policy compared with a no-refund policy that ‘locks in’ custom-
ers. The seller can benefi t from offering refunds despite the willingness of advance buyers 
to abandon the service for no refund (i.e. they fail to arrive and claim the service). The 
role of the refund is to motivate these customers to notify the seller about their cancel-
lations (instead of merely failing to arrive), which allows the seller to resell the service. 
For example, a buyer might purchase one of the best seats for a very popular concert at 
$120 one month in advance. One week before the performance, however, a commitment 
might arise that prevents the buyer from attending the performance. In this situation, the 
capacity would go unused unless the buyer notifi ed the seller of the situation. Without 
refunds, the highly desirable seat would be wasted. A partial refund (e.g. 50 percent of 
ticket value or $60) could motivate the buyer to inform the seller of the cancellation, 
which allows the seller to resell the seat. It is important to note that the benefi t of offering 
refunds for multiple selling requires capacity constraints. Sellers with sufficient capacity 
do not benefi t from reselling returned capacity given that the seller has sufficient capacity 
to satisfy all potential demand.
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4.5  Competition
Competition weakens or eliminates the effectiveness of many marketing strategies (e.g. 
bundling, quantity discounts, coupons and loyalty programs intended to exploit price 
discrimination). We might wonder whether the same negative effect of competition 
applies to advance selling. Recent work by Shugan and Xie (2005) shows that the profi t 
advantage of advance selling driven by consumer uncertainty can not only survive com-
petition, but also be greater in a competitive market than in a monopoly market, because, 
unlike many other marketing strategies, advance selling is not driven by price discrimina-
tion. Competition weakens other marketing strategies that exploit price discrimination 
because competitors target those being discriminated against. As a result, the profi t 
advantages of marketing strategies based on price discrimination are often weaker for a 
seller facing competitors than for a monopoly seller. The profi t advantage of an advance 
selling strategy, however, as shown in this chapter, does not require price discrimina-
tion. It can be driven simply by consumers’ uncertainty about their future consumption 
states. Competition may not diminish the advantage of advance selling because consumer 
uncertainty applies to all consumers in the advance period; thus a competitor is unable 
to focus attention on only one group of consumers. It is possible, though, that the exist-
ence of a competitor can make it harder to satisfy the credibility condition of advance 
selling (i.e. consumers believe a high price will be charged in the spot period) because such 
competition may force the seller to lower spot prices. Shugan and Xie (2005) fi nd that 
under some market conditions, advance selling can increase both the competitors’ profi ts 
and the consumers’ surplus because advance selling leads to greater market coverage. 
For example, suppose that buyer preferences for one competitor over another become 
apparent only in the spot period. Then, competition could raise spot prices as buyers only 
purchase from their preferred competitor (e.g. see Hauser and Shugan, 1983 for examples 
of how competition can raise prices). As noted earlier, higher spot prices can facilitate 
advance sales because advance prices are unable to exceed spot prices. Hence competition 
can create conditions profi table for advance selling.

4.6  Buyer risk aversion
Finally, will the profi t advantage diminish or disappear when buyers are risk averse? 
Intuitively, buyer risk aversion could make advance purchasing less attractive because 
future valuations are uncertain. Sellers might need to take deeper discounts in the advance 
period, thereby making advance selling less profi table. Xie and Shugan (2001) examine 
the impact of buyer risk aversion on advance selling and fi nd that the profi t advantage of 
advance selling does not depend on risk neutrality. Buyer risk aversion can either increase 
or reduce the profi tability of advance selling. Risk aversion increases the profi tability 
from advance selling when buyers associate a greater loss with not enjoying discounted 
prices in favorable states than paying more than their valuations in unfavorable states.

5.  When and how to advance-sell: six specifi c selling strategies
In the previous sections, we have explained why buyer uncertainty can turn advance 
selling into a profi t advantage, and we have discussed some important factors affecting the 
profi t potential of an advance-selling strategy. In this section, we focus on when and how 
to advance-sell. We discuss six specifi c selling strategies and provide guidelines for sellers 
who face different product/market conditions. Xie and Shugan (2001) develop a formal 
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model to derive these selling strategies, which states the explicit conditions under which 
each strategy is optimal. We illustrate these strategies here by providing several numerical 
examples in Table 21.2. As defi ned earlier, H and L denote consumer valuation in favorable 
and unfavorable states, respectively; q denotes the probability that a consumer will be in a 
favorable state, and c denotes the marginal cost. Furthermore, the model allows con sumers 
to enter the market at different times. For example, some vacationers are ‘early arrivals’ 
who plan their vacation and thus have the opportunity to make advance purchases. There 
are also ‘later arrivals’, those who wait until the last minute to make a decision concerning 
their vacation and thus often miss opportunities for advance sales. Specifi cally, for the 
examples in Table 21.2 (except Example 1), consider the case where there are a total of M 
potential buyers, and N 5 M/2 buyers arrive in each of the two periods (i.e. the advance 
and spot periods). Finally, T denotes the level of capacity. To highlight the impact of the 
two important factors, capacity constraints and marginal cost, we set the same values for 
H and L in all of these examples (H 5 50, L 5 30, i.e. the consumer is willing to pay $50 in 
a favorable state and $30 in an unfavorable state) but vary N, T and c.

5.1  Strategy I: advance sales only
Under this strategy, the seller offers only advance sales. This strategy is best when there 
are no late arrivals, capacity is not a binding constraint, and the seller can credibly claim 
that spot sales are not available. That credibility occurs, for example, because the seller 
would probably suffer future losses in reputation from deceiving customers by making an 
advance announcement of no spot sales and later reneging on that statement. Our subse-
quent examples will explore the case without this form of exogenous credibility. Without 
exogenous credibility, consumers believe only seller announcements that are consistent 
with the seller’s best strategy within the stated problem. For instance, consumers believe 
an announcement of no spot sales only when it is, in fact, more profi table for the seller to 
have no sales in the spot period than to spot-sell.

Let us consider a three-hour cruise at Clearwater Beach with a boat passenger capacity 
of T 5 200 people. Assume that a potential customer is equally likely to be in a favora-
ble state (e.g. a valued companion can also participate) or an unfavorable state (e.g. the 
companion is unable to participate), that is, q 5 0.5. The customer will pay H 5 $50 in 
a favorable state and L 5 $30 in an unfavorable state. During the high season, many 
tourists may be interested in such a boat trip. Suppose that a total of M 5 200 potential 
customers are interested in a given trip and all arrive in the advance period. In this case, 
the highest advance price the seller can charge is the customers’ expected valuation, $50 3 
0.5 1 $30 3 0.5 5 $40. Hence, if costs are zero, c 5 $0, then the seller would always prefer 
to sell all 200 tickets at the advance price of $40, yielding a profi t of $40 3 200 5 $8000. 
Spot selling at $50 would yield a profi t of only $50 3 100 5 $5000 and spot selling at $30 
would yield a profi t of only $30 3 200 5 $6000. This case is Example 1 in Table 21.2.

5.2  Strategy II: high spot prices without advance sales
Under this strategy, the seller offers spot sales at a high price and does not offer advance 
sales. This strategy is best if either the capacity is sufficiently small or the cost is sufficiently 
high. A sufficiently small capacity occurs when all capacity can be sold at high spot prices. 
Sufficiently high costs occur when producing advance sales requires advance prices below 
marginal costs.
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Table 21.2  Examples of six specifi c selling strategies

Example 1: H 5 50, L 5 30, q 5 0.5, M 5 200 (all arrive in the advance period), T 5 200, c 5 0
SStrategy I (advance sales only) is optimal

Strategy Profi t

High spot price ($50) only $50 3 0.5 3 200 5 $5000
Low spot price ($30) only $30 3 200 5 $6000
Advance price ($40) only $40 3 200 5 $8000dOptimal
High advance price & low spot price Same profi t as low spot price because all 

buyers wait to buy spot

Example 2: H 5 50, L 5 30, q 5 0.5, N 5 100, T 5 85, c 5 25
SStrategy II (high spot prices without advance sales) is optimal

Strategy Profi t

High spot price ($50) only $(50–25) 3 85 5 $2125dOptimal
Low spot price ($30) only $(30–25) 3 85 5 $425
Advance price ($40) only $(40–25) 3 85 5 $1275
Advance price ($40) & spot price ($50) Same profi t as advance selling only ($40)
Same low spot & advance price ($30) Same profi t as spot selling at $30
Same high spot & advance price ($50) Same profi t as spot selling at $50

Example 3: H 5 50, L 5 30, q 5 0.5, N 5 100, T 5 200, c 5 0
SStrategy III (same low advance and spot prices ) is optimal

Strategy Profi t

High spot price ($50) only $50 3 0.5 3 (100 1 100) 5 $5000
Low spot price ($30) only $30 3 (100 1 100) 5 $6000dOptimal
Advance price ($40) only Not credible – all consumers wait to buy spot 

at $30
Advance price ($40) & spot price ($50) Not credible – $30 is the optimal spot price
Low advance price ($30) & spot price ($30) ($30 3 100) 1 ($30 3 100)5$6000dOptimal

Example 4: H 5 50, L 5 30, q 5 0.5, N 5 80, T 5 85, c 5 0
SStrategy III (discount advance selling, limit on advance sales) is optimal

Strategy Profi t

High spot price ($50) only $50 3 0.5 3 (80 1 80)5 $4000
Low spot price ($30) only $30 3 85 5 $2550
Advance price ($40) only $40 3 80 5 $3200
Advance price ($40) & spot price ($50) ($40 3 80) 1 $50 3 (85–80)5 $3450
Discounted advance price ($40) with limited 
 advance sales of 10 units & high spot price 
 ($50)

●  Set advance limit to be S
●  Remaining spot capacity is 85–S
●  Spot sales are (0.5)(80 1 80–S)
●  Solve for the optimal limit: 85–S 5 (0.5)(80 

1 80–S), S 5 10
●  Profi t5($40 3 10) 1 ($50 3 0.5 3 (80 1 

80–10)) 5 $4150dOptimal
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Again, let us consider the same cruise, this time with a capacity of T 5 85 people. 
For this and subsequent examples, assume half of the M 5 200 customers arrive in the 
advance period (N 5 M/2) and the remainder arrive in the spot period. In this case, with 
q 5 0.5, the highest advance price the seller can charge is the customers’ expected valua-
tion, $50 3 0.5 1 30 3 0.5 5 $40. Note that a total of 100 customers will be in a favorable 
state in the spot period and are willing to pay $50, but the seller has only a total of 85 units 
for sale. Hence the seller would always prefer to sell all 85 tickets at the higher spot price 
of $50 and sell no tickets at the lower advance price of $40 given a constant marginal cost. 
Advance selling should also be avoided when the marginal cost is too high (i.e. failing to 
satisfy the profi tability condition discussed earlier). For example, if it costs more than $40 
to serve each customer on board (e.g. variable costs including refreshments), it is more 
profi table for the seller to charge a high spot price without offering advance sales at a dis-
counted price, even if the capacity is sufficient to satisfy all demand. Example 2 in Table 
21.2 provides numerical details for this example (H 5 50, L 5 30, q 5 0.5, N 5 100, 
T 5 85, c 5 25), in which selling only at a high spot price is best.

Table 21.2  (continued)

Example 5: H 5 50, L 5 30, q 5 0.5, N 5 55, T 5 85, c 5 0
SStrategy IV (discount advance selling, no limit on advance sales) is optimal

Strategy Profi t

High spot price ($50) only $50 3 0.5 3 (55 1 55) 5 $2750
Low spot price ($30) only $30 3 85 5 $2550
Advance price ($40) only $40 3 55 5 $2200
Discounted advance price ($40) without 
 limiting advance sales & high spot price ($50)

$40 3 55 1 $50 3 0.5 3 55 5 $3575dOptimal

Example 6: H 5 50, L 5 30, q 5 0.44, N 5 55, T 5 85, c 5 0
SStrategy V (PREMIUM advance selling) is optimal

Strategy Profi t

High spot price ($50) only $50 3 0.44 3 (55 1 55) 5 $2420.00
Low spot price ($30) only $30 3 85 5 $2550
Advance price (0.44 3 50 1 0.56 3 30 5 
$38.80) & spot ($30)

Not credible – all consumers wait & try to buy 
at $30

Premium advance price ($32) advance sales & 
 low spot price ($30)

●  Probability of available spot capacity given 
everyone tries to spot-buy: 85/(55155) 5 
17/22

●  Spot probability of both a favorable state 
& no available spot capacity: 0.44 3 (1– 
(17/22)) 5 0.10

●  Advance price inducing sales: 0.10 3 50 1 (1 
2 0.10) 3 30 5 $32

●  $32 3 55 1 $30 3 (85 2 55)5 $2660 dOptimal

Note: H , L 5 valuation in favorable and unfavorable states; q 5 the probability to be in favorable states; 
N 5 the number of arrivals in each period; T 5 capacity, c 5 the marginal cost.
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5.3  Strategy III: same low advance and spot prices
This strategy, which involves advance and spot selling at the same low price that induces 
purchases from all buyers and is equivalent to selling only at a low spot price, works best 
when the seller has both unlimited capacity and very low costs. With neither capacity 
constraints nor high marginal costs, a low spot price is often optimal because the large 
capacity and low cost make it more profi table to sell to all customers at a low price than 
to sell to customers in the favorable state only at a higher price. Early arrivals expect 
such a low price in the spot period and will only advance-buy at prices equal to the 
low spot price. Thus advance selling at that price generates no more profi t than spot 
selling alone when we require endogenous credibility. Consider Example 3 in Table 21.2 
(H 5 50, L 5 30, q 5 0.5,N 5 100, T 5 200, c 5 0), which differs from Example 2 in 
the value of two parameters: (1) the seller now has sufficient capacity to serve all 200 
potential customers (i.e.T 5 200) and (2) the boat offers neither beverages nor entertain-
ment and thus bears a near zero marginal cost (e.g. c 5 0). In this case, if the seller adopts 
Strategy II, i.e. spot selling at a high price without offering advance sales, the profi t is 
$(50 3 100) 5 $5000. However, by offering the same price of $30 in both the advance 
and spot periods, the profi t is $30 3 100 1 $30 3 100 5 $6000. Note that an advance 
price higher than $30 fails to induce advance sales because consumers wait to spot buy 
at the low spot price of $30. Of course, if the seller had some other means to guarantee a 
spot price of $50, similar to Example 1, then advance selling would again become more 
profi table than solely spot selling.

5.4  Strategy IV: discount advance selling, limit on advance sales
Under this strategy, the seller advance-sells at a discount from the spot price, but limits 
the number of advance sales in order to reserve sufficient capacity for sales in the spot 
period. This strategy is best when (a) the cost is sufficiently low to satisfy the profi tability 
condition of advance selling, and (b) the capacity is sufficient to serve all late arrivals who 
are in a favorable state but insufficient to satisfy all additional advance demand. Consider 
Example 4 in Table 21.2 (H 5 50, L 5 30, q 5 0.5, N 5 80, T 5 85, c 5 0), which 
differs from Example 2 only in the value of two parameters: (1) there is a total of 160 (i.e. 
N 5 80) rather than 200 (i.e. N 5 100) potential customers for a given boat trip; hence 
the seller faces a less severe capacity constraint compared with Example 2, and (2) the 
marginal cost is zero. In this case, if the seller should adopt Strategy II by spot selling at 
a price of $50 without offering advance sales, 80 customers in the favorable state will buy 
and the seller earns a profi t of $50 3 80 5 $4000. It is easy to see that this strategy is not 
optimal because there is still some unsold capacity and unfulfi lled demand. Alternatively, 
all 85 tickets can be sold in the spot period under a low spot price of $30; however, this 
strategy leads to a still lower profi t of $30 3 85 5 $2550. Now suppose that the seller 
offers advance sales at a price of $40 and spot sales at $50. Under this strategy, 80 tickets 
will be sold in the advance period and fi ve tickets will be sold in the spot period, earning 
a profi t of $(40 3 80 1 50 3 5) 5 $3450. Although this profi t represents a signifi cant 
improvement over the two spot-selling strategies, the seller can further increase profi t by 
limiting the number of tickets offered for sale in advance. Specifi cally, it is optimal to offer 
only ten tickets for sale in advance at a price of $40.

We set this limit on advance sales, denoted S, by equating spot demand with available 
capacity. Selling S units in the advance period leaves 85 2 S capacity in the spot period. 
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Spot demand will consist of 50 percent, i.e. the percentage in a favorable state, of the total 
number of consumers remaining in the spot period, which is 80 1 80 2 S, because we 
have already sold S in the advance period. Hence we solve 85 2 S 5 0.5 3 (80 1 80 2 S) 
to fi nd that S 5 10 units.

With this limit, ten customers will purchase tickets in advance at a discounted price 
and the remaining 150 customers (i.e. 70 advance arrivals plus 80 later arrivals) will make 
purchase decisions in the spot period. Of these 150 consumers, 75 will be willing to pay 
the high spot price of $50 given their favorable consumption state. Hence the seller earns 
a higher total profi t of ($40 3 10) 1 ($50 3 0.5 3 (80 1 80 2 10)) 5 $4150 by advance 
selling and limiting advance sales, in this case to ten units.

5.5  Strategy V: discount advance selling, no limit on advance sales
Under this strategy, the seller does not limit advance sales. This strategy is optimal if the 
cost is sufficiently low to satisfy the profi tability condition and the capacity is sufficiently 
large to serve all early arrivals as well as all later arrivals who are in a favorable state. 
Consider Example 5 in Table 21.2 (H 5 50, L 5 30, q 5 0.5,N 5 55, T 5 85, c 5 0), 
which differs from Example 4 only in the number of potential customers, i.e. there is a 
total of M 5 110 (N 5 55) rather than M 5 160 (N 5 80) potential customers for a given 
trip. Hence the seller faces less severe capacity constraints in Example 5 than in Example 
4. In this case, the capacity of 85 is sufficient to serve all 55 early arrivals plus 30 later 
arrivals in a favorable state and the cost is lower than the valuation of customers in an 
unfavorable state. Hence the optimal strategy is to sell tickets to all early arrivals at the 
discounted price of $40 and to later arrivals at a higher spot price of $50. The seller’s 
profi t under this strategy is $(40 3 55 1 50 3 0.5 3 55) 5 $3575, which is higher than 
any strategy that excludes advance sales (i.e. without offering advance sales, the profi t is 
$50 3 0.5 3 (55 1 55) 5 $2750 under a high spot price and $30 3 85 5 $2550 under a 
low spot price). The higher spot profi t for higher-price tickets makes the high spot price 
credible without the need for any form of exogenous credibility

5.6  Strategy VI: PREMIUM advance selling
This is a unique strategy under which advance sales are priced at a premium rather than 
discounted from the spot price. This strategy is best when the capacity is sufficiently large 
to make a low spot price optimal but also sufficiently small to make the likelihood of avail-
ability in the spot period sufficiently low. We might wonder why buyers would be willing 
to pay a premium in the advance period over the spot price when waiting is an option. 
As we show in the following analysis, charging a higher advance price is possible when 
early arrivals receive a greater benefi t (surplus) by securing their capacity at a higher price, 
compared with competing for capacity with later arrivals in the spot period. Although 
this reasoning resembles risk aversion, it does not require risk aversion. We demon-
strate that fact by providing an example with risk-neutral buyers. Consider Example 6, 
(H 5 50, L 5 30, q 5 0.44,N 5 55, T 5 85, c 5 0), which differs from Example 5 in 
only one way – the probability that a customer will be in a favorable state is 44 percent 
(q 5 0.44) rather than 50 percent. In this case, in the advance period, a customer’s 
expected valuation is $50 3 0.44 1 $30 3 (1 2 0.44) 5 $38.80 for the boat trip.

In this case, however, the seller is unable to induce advance sales at an advance price 
of $38.80 because early arrivals do not believe a high price of $50 will be charged in the 
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spot period (i.e. the high spot price of $50 is not credible). Specifi cally, the profi ts from 
only spot selling at a high price of $50 are $50 3 0.44 3 (55 1 55) 5 $2420 because only 
44 percent of the 110 total arrivals will buy. Meanwhile, the profi t from simply offering 
the low spot price of $30 is $30 3 85 5 $2550, because there is insufficient capacity to sell 
to more than 85 customers. Since the low spot price provides greater profi t ($2550) for 
the seller than does a high spot price ($2420), early arrivals expect that a low spot price of 
$30 will be offered if they wait. In that case, they get a positive expected surplus because 
they receive $(50 2 30) 5 $20 if in a favorable state (and obtaining capacity), and zero 
surplus otherwise. Hence an advance price of $38.80 fails to induce advance sales simply 
because early arrivals receive a positive expected surplus from waiting but an expected 
surplus of zero from purchasing in advance at a price of $38.80.

However, early arrivals may be willing to purchase in advance at a price lower than 
$38.80 but still higher than the low spot price of $30 (i.e. advance purchase at a premium 
price) because, with limited availability, not all potential buyers will obtain spot capacity. 
Specifi cally, if all 55 1 55 5 110 buyers attempt to spot buy, the probability of getting 
capacity is only 85/110 given capacity of 85. For this reason, early arrivals may be willing 
to pay a higher price in the advance period in order to guarantee capacity. Limited capa-
city is not a problem for the buyer when she is in an unfavorable state, because in that 
instance the buyer receives no surplus regardless of whether or not she buys at $30 or 
fails to get capacity. In contrast, limited capacity is a problem for the buyer in a favorable 
state, because she would pay considerably more than $30 (in fact up to $50) to buy but 
may be unable to do so. In the advance period, the probability of this event (wanting 
to buy in a favorable state but not getting capacity) is (1 2 (85/110) ) 3 0.44 5 0.1. 
Given this probability, we can compute the amount the buyer would be willing to pay to 
avoid this event, which is the maximum advance price that the seller can charge to induce 
advance sales. Specifi cally, the buyer would be willing to advance buy at 0.1 3 $50 1 (1 
2 0.1) 3 $30 5 $32, which is lower than $38.80 but still higher than $30.7

We can also obtain the maximum advance price, denoted Pmax
A , by fi nding the advance 

price that makes the buyer’s surplus from advance purchase, 0.44 3 ($50 2 Pmax
A ) 1      

(1 2 0.44) 3 ($30 2 Pmax
A ) , equal to the buyer’s surplus from waiting, 0.44 3  

(85/110) 3 ($50 2 $30) 1 (1 2 0.44) 3 ($30 2 $30). This leads to Pmax
A 5 $32.

7 There are three technical points here. The reader may skip these points, but completeness 
requires them. First, we used the probability 85/110 as that for obtaining capacity when we calculated 
the maximum advance price (i.e. $32). At that price, early arrivals would advance buy to guarantee 
capacity. Now, if the probability of obtaining capacity is smaller than 85/110, then our conclusions 
survive and early arrivals will still advance-buy because the smaller probability increases the likeli-
hood of the event of being in a favorable state with no available capacity. Second, when one or more 
consumers advance-buy, the probability of obtaining spot capacity is no longer 85/110 5 0.773. 
For example, if one buyer advance-buys, the probability for obtaining spot capacity decreases to 
(85 2 1) / (110 2 1) 5 0.771. If 55 buyers advance-buy, the probability of not obtaining spot capa-
city decreases further to (85 2 55) / (110 2 55) 5 0.55. Hence, regardless of the way we compute 
the probability of obtaining capacity, an advance price of $32 will induce advance sales. Third, if all 
55 early arrivals advance-buy, the probability of wanting to buy in a favorable state but not getting 
capacity is (1 2 (85 2 55) / (110 2 55) ) 3 0.44 5 0.2 rather than (1 2 85/110) 3 0.44 5 0.1. 
The maximum advance price then becomes 0.2 3 $50 1 (1 2 0.2) 3 $30 5  $34. Hence con-
sumer expectations about other consumers’ behavior infl uence optimal prices.
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Figure 21.1 illustrates the buyer’s decision. Specifi cally, it illustrates the consumer’s 
surplus in different states under different conditions given different actions. We shall 
show that an advance price of $32 and a spot price of $30 make the consumer indiffer-
ent to either advance buying or spot buying, given a probability of 85/110 5 0.773 of 
obtaining capacity.

If early arrivals advance-buy, they pay $32. There is a 44 percent chance that their 
valuation will be $50 and they will enjoy a surplus of $50 2 $32 5 $18. There is a 1–44 
percent 5 56 percent chance that their valuation will be $30 and they will suffer a loss of 
$30 2 $32 5 2$2. The expected surplus from advance buying, therefore, is (0.44 3 $18) 
2 (0.56 3 $2) 5 $6.80.

If early arrivals wait, there is a 1–44% 5 56% chance of being in the unfavorable state 
which always results in zero surplus whether the consumer buys at $30 or does not buy 
at all (because the consumer valuation is $30). If early arrivals wait, there is a 44 percent 
chance of being in the favorable state and a probability of 85/110 5 0.773 of getting a 
ticket. Obtaining a ticket provides a surplus of $50 2 $30 5 $20 because the consumer 
would be willing to pay $50. The expected surplus of waiting, therefore, is 0.44 3 (0.773) 
3 ($50 2 $30) 5 $6.80.

We see that the surplus from waiting exactly equals the surplus from advance buying. 
Hence, $32, or just slightly less, is the optimal advance price (to break the indifference), to 
induce advance buying. As shown in Example 6 in Table 21.2, premium advance selling 
at $32 and spot selling at $30 is superior to other strategies and produces a profi t of $32 
3 55 1 $30 3 (85 2 55) 5 $2660.

It is important to notice that, although ‘discounted advance selling’ fails to improve 
profi t in this case, ‘premium advance selling’ is more profi table than any spot-selling 
strategy. In general, the optimality of premium advance selling depends upon the amount 
of available capacity, the distribution of consumer valuation, the marginal cost of the 
service and consumer expectation.

Get ticket

0.773
50 – 30 = 20

      No ticket

0.227
0

In favorable state

0.44

Get ticket

0.773
30 – 30 = 0

      No ticket

0.227
0

In unfavorable state

0.56

Wait

In favorable state

0.44
50 – 32 = 18

In unfavorable state

0.56
30 – 32 = –2

Get ticket

1.00

Advance-buy

Boat trip

Figure 21.1  Early arrivals receive the same surplus from advance purchase at a price of 
$32 or from waiting to buy in the spot period at a price of $30
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6.  Conclusion
Advance selling is a powerful marketing tool worthy of considerable future research. 
We have shown that advance selling can be profi table with or without price discrimina-
tion, with or without capacity constraints, with or without competition, with or without 
refunds, with or without buyer uncertainty, and under other robust conditions. However, 
when buyer uncertainty concerning future consumption states is present, that condition 
alone can allow advance selling to increase profi ts by up to 100 percent over the profi ts 
from spot selling only at the optimal spot price. Buyer uncertainty in the advance period 
that would be resolved in the spot period would create private information in the spot 
period for the buyer. Hence the seller benefi ts from selling in the advance period when 
buyers often lack that specifi c private information. For the common case when buyer 
uncertainty about future consumption states motivates advance selling, we show that the 
profi ts from advance selling come from increased market participation rather than price 
discrimination. Hence advance selling for this reason, unlike price discrimination, does 
not necessarily reduce buyer surplus and might actually increase it. Given our enthusiasm 
for advance selling, we might wonder why fi rms are not already exploiting advance-
selling tools. We argue that, for many industries, only recent technological advances have 
made advance selling profi table.

As noted earlier, research has just begun to explore many topics related to advance 
selling and many topics await future research. Geng et al. (2007) study situations of 
advance selling when sellers allow resales. The consequences and profi tability of advance 
selling in many unexplored situations deserve further research. For example, we have 
discussed only future uncertain consumption states that infl uence buyer valuations for 
a service. It is possible that, in competitive markets, this future uncertainty is related to 
which competitor best matches buyer preferences. Hence buyers know which competi-
tor best meets their needs only in the spot period. Another situation worth exploration 
is when sellers have a better estimate of buyer valuations in the advance period than the 
buyers do themselves. This situation is common when sellers have extensive experience 
while buyers are usually buying for the fi rst time. Still another situation is when buyers 
realize that other buyers are also acting strategically and that their ability to obtain future 
capacity depends on the behavior of these other buyers. In this case, buyers must antici-
pate how other buyers will behave given particular advance-selling strategies and buyers 
might attempt to infl uence other buyers. Finally, but certainly not the only other avenue 
for research, we might consider the situation when sellers are offering different advance 
prices at different points in time before the spot period. In other words, we could consider 
situations with multiple advance periods.
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22  Pricing and revenue management
Sheryl E. Kimes

Abstract
The focus of this chapter is on the strategic role of price in revenue management (RM). In order 
to successfully use price as a strategic weapon, fi rms must address two questions: what prices 
to charge and how to determine which customers or market segments should be offered those 
prices. In addition, companies must study and understand both customer and competitive reac-
tion to their use of RM pricing. In this chapter, I address these questions through a review of 
the relevant literature and of current practice.

Introduction
The focus of this chapter is on the strategic role of price in revenue management (RM). 
I will fi rst review the revenue management literature and present some of the most com-
monly used models. Following that, I will discuss how prices are set in practice and 
provide a review of the relevant literature on how customers react to variable pricing.

Revenue management
Revenue management (RM) has been practiced in the airline (Smith et al., 1992), hotel 
(Hanks et al., 1992) and car rental industries (Carroll and Grimes, 1995; Geraghty and 
Johnson, 1997) for over 20 years, and has more recently attracted attention in other 
industries, including broadcasting (Secomandi et al., 2002), golf (Kimes, 2000), health 
care (Born et al., 2004), and restaurants (Kimes et al., 1998). RM is applicable to any 
business that has a relatively fi xed capacity of perishable inventory (i.e. seats, rooms, tee 
times), that inventories demand (either through reservations or wait lists), has a high fi xed 
cost and low variable costs, and that has varying customer price sensitivity. Industries 
using RM typically report revenue increases of 2–5 percent (Hanks et al., 1992; Kimes, 
2004; Smith et al., 1992).

The ability to effectively implement RM strategies in different industries is subject 
to the various combinations of duration control and variable pricing that exist within 
each industry (Kimes and Chase, 1998). Figure 22.1 illustrates the various combina-
tions of price and duration and specifi es the type of industries that correspond to each 
combination. The most effective applications of RM are generally found in industries 
in which both duration and price can be managed (see Quadrant 2). Consequently, it 
is not surprising that industries traditionally associated with RM (i.e. hotels, airlines, 
car-rental fi rms and cruise lines) are those that are able to apply variable pricing for a 
product or service that has a specifi ed or predictable duration. On the other hand, some 
businesses (e.g. movie theaters, performing-arts centers, arenas and convention centers) 
charge a fi xed price for a product of predictable duration (Quadrant 1), while still others 
(e.g. restaurants and golf courses) charge the same price for all customers purchasing a 
particular product or service, but face a relatively unpredictable duration of customer use 
(Quadrant 3). Finally, a few industries, such as health care, charge variable prices (e.g. 
Medicare versus private pay), but do not know the duration of customer use, even though 



478  Handbook of pricing research in marketing

some may try to control that duration (Quadrant 4). The lines dividing the quadrants are 
broken because in reality no fi xed demarcation point exists between quadrants; thus an 
industry may have attributes from more than one quadrant.

As discussed above, companies using RM can deploy two strategic levers, price and 
duration control (Kimes and Chase, 1998). Pricing can be used in two ways: to determine 
the optimal prices and to determine who should pay which price (typically through the 
development of appropriate rate fences). What makes RM pricing different is the pres-
ence of excess (or unconstrained) demand. When unconstrained demand exists, fi rms can 
select the customers willing to pay the most. Because of this, companies that are successful 
with RM generally show a strong positive correlation between their capacity utilization 
percentage and their average rate per person (Canina and Enz, 2006).

Duration can be controlled by better managing customer arrivals (i.e. overbooking 
and wait list management) or by better managing duration (i.e. length of usage controls). 
Most of the early (pre-1995) RM research focused on the duration aspect of RM and more 
specifi cally focused on various facets of the arrival management question including (1) 
the forecasted demand for different price categories, (2) the inventory allocation decision 
(the amount of inventory – whether seats, rooms or cars – to allocate to different price 
categories) and (3) the overbooking decision. The question of duration control, whether 
in the context of the multiple fl ight legs for the airline industry or the multiple-day usage 
patterns of the car-rental and hotel industries, was not addressed until the early 1990s 
(Baker and Collier, 1999; Smith et al., 1992; Williamson, 1992). The implementation of 
this research was slowed because of the need to develop the necessary level of forecast 
detail (Smith, 2001). For an excellent review of RM research see McGill and van Ryzin 
(1999) and Boyd and Bilegan (2003).

RM research has been conducted since the late 1950s (Beckmann, 1958), but did not 
become widespread until the 1990s. Early research (e.g. Littlewood, 1972) focused on 
the seat inventory allocation problem in the airline industry. Belobaba (1987, 1989), 
in his work on the expected marginal seat revenue (EMSR) model, further developed 
Littlewood’s earlier research.

Figure 22.1  Typical pricing and duration positioning of selected service industries
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The EMSR model considers both fare categories (fi) and the expected demand for each 
fare category (di). Demand is assumed to be normally distributed and customers booking 
lower fare classes are assumed to book earlier than those booking higher fare classes. The 
EMSR model is as follows:

 EMSRi (di )  5 fi * Pi (di )

where fi is the average fare level of the fare class i; and Pi(di) is the probability of selling d 
or more inventory units at a given price.

The model is solved iteratively to set booking limits for each fare class, and the booking 
limit for the full fare is assumed to be equal to the remaining capacity. Note that the fare 
classes are considered as a given. Belobaba (1992) later modifi ed the EMSR to better 
account for the relationship between fare classes. This revision, termed the EMSRb, is 
one of the most commonly used seat allocation heuristics used in the airline industry.

Linear programming methods have also been used as a basis for RM models. The 
objective is generally to maximize revenue given capacity and demand constraints over 
time. Again, rate classes are taken as a given. The basic linear programming formulation 
is as follows:

 Maxa
m

j51
a

n

i51
a

p

t51
Rij*Aijt

 Subject to a
m

j51
a

n

i51
Aijt # Ct   for all t

 Aijt # Dijt

 Aijt $  0

where

 i 5  rate class
 j 5  length of stay
 t 5  time period
 Aijt 5  the number of inventory units to sell for each rate class i, length of stay j, time 

period t combination,
 Rij 5  the revenue from rate class i and length of stay j combination,
 Ct 5  the capacity at time period t,
 Dijt 5  the forecasted demand for each rate class i length of stay j, time period t 

combination.

The linear programming formulation is generally approached in one of two ways: (1) 
as an allocation method in which the decision variables are the number of inventory units 
to allocate to each rate class; or (2) as a shadow price approach in which the shadow 
prices associated with the capacity constraints are used to determine which (if any) of 
the rate classes should be available (Baker and Collier, 1999; Simpson, 1989; Talluri and 
van Ryzin, 1998; Williamson, 1992). The shadow price approach (also referred to as the 
network bid price approach) can be used to develop duration controls and allow a fi rm 
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to move from Quadrant 4 (multiple prices and little duration control) to Quadrant 3 
(multiple prices and increased duration control).

Dynamic programming models have also been proposed and allow for better inclusion 
of the multiple decisions needed over a set time horizon than linear programming-based 
models (Badinelli, 2000; Bitran and Mondschein, 1995; Lee and Hersh, 1993). Although 
theoretically appealing, the dynamic programming approach has been stymied because 
of the size of the problem and the intensive computation required.

Interestingly, very little of the research published before 1995 included price as a vari-
able. Price was considered to be an exogenous variable that was provided by a third party 
and there appears to have been little consideration for the fact that price might drive 
demand or that the prices provided may not be optimal. Given that any RM decision is 
a function of both price and duration, it is essential that RM models include information 
on the relationship between price and demand, and consider the potential impact of that 
relationship on revenue maximization.

Most research on integrating the pricing and allocation decision began in the mid-
1990s and both deterministic and stochastic models for both the single- and multiple-
product problems have been proposed. For an excellent review of pricing research 
in an RM context, see Bitran and Caldentey (2003) or Elmaghraby and Keskinocak 
(2003).

Ladany and Arbel (1991), in their article on RM in the cruise line industry, were some 
of the fi rst to consider the role of price in RM. Weathcrford (1997) developed a simulta-
neous pricing/inventory allocation decision model, but the complexity of his formulation 
led to the need for simulation to develop reasonable solutions.

Gallego and van Ryzin (1994) studied the optimal pricing decision in situations with 
stochastic and price-sensitive demand where a fi rm is trying to maximize revenue. Gallego 
(1996) developed a simple deterministic model to analyze pricing and market segmenta-
tion decisions and presented optimality conditions.

Gallego and van Ryzin (1997) and Zhao and Zheng (2001) studied the problem of 
dynamically pricing products over a given time so that a fi rm can maximize revenue. 
Other studies have looked at similar problems in the retail context (e.g. Bitran et al., 1998; 
Heching et al., 2002).

Beyond developing an optimal set of prices, a fi rm must decide on the number of 
prices (or price buckets) that should be offered (Bitran and Caldentey, 2003; Quain et al., 
1999); the maximum number of price changes to make over the selling horizon (Bitran 
and Caldentey, 2003); the strategy for integrating markdowns, markups and promotions 
(Bitran and Caldentey, 2003; Bitran et al., 1998; Heching et al., 2002) and the potential 
impact of price on bundled products (Morwitz et al., 1998; Xia and Monroe, 2004).

The change in research orientation parallels the changes in RM practice. During 
the 1980s and 1990s, the primary way that RM professionals used price was to ask the 
marketing department to provide prices and then used their RM system to determine 
how to best allocate demand to those prices. During the past ten years, RM practice 
has moved from an operations focus to much more of a marketing orientation in which 
revenue managers try to develop products/services for particular market segments and 
price them accordingly. Not surprisingly, this change has also resulted in the move-
ment of the RM function from operations-related departments to sales and marketing 
departments.



Pricing and revenue management   481

How prices are set in practice
Although some of the pricing research previously described has been adopted by fi rms in 
the airline, hotel, car-rental and retail industries, the majority of pricing practices are still 
non-mathematically based. In practice, most RM prices are set either with competitive 
pricing or through negotiation. This results in a large number of prices that generally have 
to be placed into rate categories (or buckets) so that they can be controlled by the RM 
system.

Competitive pricing
Competitive pricing has become even more important with the growth in the online travel 
market (Green, 2006). Customers can easily compare prices among competitors by going 
to any of the large Internet travel sites such as Expedia.com, Travelocity.com or Orbitz.
com and specify the date(s) of travel, the location (or origin–destination of the fl ight) and 
a particular quality level (hotel type, car type, class of service). They can also compare 
the price for a particular company across distribution channels (including the company’s 
own website).

Travel fi rms have mixed feelings about these third-party intermediaries: they like them 
because of the increased visibility and sales of their products, but do not like the associ-
ated cost (often 20–30 percent). In addition, when a company uses multiple distribution 
channels, they must maintain the same price in each channel because of the potential 
impact on customer satisfaction. A number of travel fi rms have instituted lowest rate 
guarantees in an attempt to reassure customers that the company always offers the best 
rate available (Rohlfs and Kimes, 2007).

Firms generally obtain competitive information from four sources: (1) phone calls 
to competitors (‘shopping’); (2) global distribution systems (GDS); (3) third-party data 
providers; and (4) various electronic distribution channels (e.g. Expedia and Travelocity). 
This information is useful for adjusting overall price levels, but does not really provide 
detailed competitive pricing information by market segment.

Shopping ●  Many hotels and car-rental companies call their competitors on a daily 
basis to inquire about rates and availability. Generally, these calls are made as if 
they were made by a potential customer, but in many cases, the source of the call is 
known. This information is then used to evaluate the current pricing policies.
Global distribution systems (GDS) ●  Many airline pricing analysts rely on the fares 
listed in the various GDSs (Sabre, Amadeus, Worldspan and Galileo) to determine 
what the competition is charging for different origin–destination pairs and use this 
information to make adjustments in their prices.
Third-party data providers ●  A variety of third-party systems such as Electrobug 
(www.Electrobug.com), RateGain (www.rategain.com) and TravelClick (www.
travelclick.com) search competitive websites on at least a daily basis and provide 
clients with information on what their competition is charging in various markets. 
This information is then used to evaluate current pricing policies.
Electronic distribution systems  ● Many of the online travel distribution systems (e.g. 
Expedia (www.expedia.com) and Travelocity (www.travelocity.com)) provide their 
suppliers with competitive pricing information. Again, as with the other sources of 
data, this can be used to evaluate current pricing policies.
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Negotiation
Prices for a considerable portion of airline, hotel, car-rental and cruise line industry 
inventory are set through negotiation. Group and tour operator prices are generally 
negotiated as are the rates offered to large corporate accounts. The prices are based on 
demand, the forecasted number of inventory units that will be used, when usage is likely 
to occur, the ancillary revenue associated with the business, and the long-term value of 
the business to the fi rm.

Determining who gets which price
If a company decides to charge multiple prices for essentially the same product, it 
must differentiate those prices so that customers feel as if they are purchasing different 
products. For example, consider a hotel that charges three rates ($75, $100 and $125). 
Customers paying the $125 rate may receive additional services such as ‘free breakfast’, 
more desirable rooms and late check-out while those paying the discounted $75 rate may 
be required to make their reservations well in advance and receive less desirable rooms. 
The conditions associated with different rate categories (or prices) are referred to as rate 
fences. Essentially, a rate fence is the reason why people pay different prices.

Rate fences take fi ve basic forms: physical, controlled availability, customer character-
istics, transaction characteristics and product line (Dolan and Simon, 1996; Kimes and 
Wirtz, 2003). Traditionally, rate fences were not always apparent to customers seeking to 
make a reservation. For example, a car-rental fi rm could offer lower rates to government 
employees or to senior citizens, but most customers might not be aware of these lower 
rates. Internet prices make rate fences much more transparent to customers and, if not 
well managed, may lead to questions as to why particular groups are given lower rates 
that may not be available to other customers.

Understanding customer reaction to revenue management pricing
Although better pricing decisions can lead to increased revenue, fi rms must also consider 
the impact of pricing on customer satisfaction. Customer satisfaction with pricing is 
affected by the perceived fairness of those prices (Bolton et al., 2003; Kahneman et al., 
1986a, 1986b; Xia et al., 2004), notions of procedural and distributive justice (Smith et al., 
1999; Sparks and McColl-Kennedy, 2001; Tax et al., 1998), familiarity with the pricing 
practice (Kahneman et al., 1986a, 1986b; Wirtz and Kimes, 2007), the relative advantage 
received from the pricing practice (Xia et al., 2004; Wirtz and Kimes, 2007) and the 
framing of the prices (Kimes and Wirtz, 2003; Wirtz and Kimes, 2007).

Perceived fairness
If customers believe that a company is behaving in an unfair fashion, they are unlikely 
to patronize that fi rm in the future (Kahneman et al., 1986a, 1986b). For example, con-
sider customer reaction to high prices after a natural disaster or high hotel room rates 
during an important sporting event such as the Olympics or World Cup (Campbell, 
1999).

Perceived fairness is strongly affected by the reference price and the reference transac-
tion (Kahneman et al., 1986a, 1986b; Thaler, 1985). When companies use RM, they may 
alter the reference price and reference transaction and, if they do not carefully plan how to 
present their pricing practices to customers, may run the risk of customer dissatisfaction.
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The principle of dual entitlement (Kahneman et al., 1986a) states that customers 
believe that they are entitled to a reasonable price and that companies are entitled to a 
reasonable profi t. When this relationship becomes unbalanced in favor of the company, 
perceptions of unfairness may occur. Based on their research on the principle of dual 
entitlement, Kahncman et al. (1986a, 1986b) found that: (1) price increases arc seen as 
acceptable when costs increase; (2) price increases are seen as unacceptable if costs have 
not increased; and (3) maintaining a price increase is acceptable even if costs go back to 
their original, lower levels.

There are three ways to offer multiple prices without upsetting customers: raise the ref-
erence price, obscure the reference price, and attach restrictions or benefi ts with different 
prices (Kahneman et al., 1986a, 1986b):

Raise the reference price ●  If the reference price (for airlines, this would be the full 
fare; for hotels, this would be rack rate) is raised, other prices will be seen as rela-
tively low compared to the reference price. For example, airlines frequently use this 
practice when they offer ‘super-saver’ fares representing a substantial discount off 
of the full fare. Since less than 5 percent of airline passengers actually pay full fare, 
the discount seems a lot better than it actually is.
Obscure the reference price ●  Firms with excess inventory that they would like 
to sell at a lower price are often concerned that an extremely low price might 
send the wrong signal to current and potential guests. If an airline can package 
a lower-priced airfare with other products (such as a hotel room or rental car), it 
can obscure the reference price since customers will not know how much the fl ight 
actually costs. Tour operators and, more recently, Expedia.com and Travelocity.
com, have been very successful at offering packages and allowing travel fi rms to 
distribute their inventory while obscuring the actual price of the product.

  In addition, some online travel distribution channels such as Priceline (www.
priceline.com) and Hotwire (www.hotwire.com) allow travel fi rms to easily dispose 
of their distressed inventory while obscuring the identity of the fi rm. Companies 
using these ‘opaque’ sites (so called because the identity of the company selling the 
inventory is obscured) can specify the number of inventory units available and the 
minimum acceptable price. Customers then place bids for an inventory unit in a 
particular city or for a particular fl ight, but do not know the identity of the com-
panies providing inventory. If a bid is higher than the minimum acceptable price, 
it is accepted and the customer is then given the company name. In addition, all 
of these reservations are non-refundable: if a bid is accepted, the customer’s credit 
card is immediately charged.
Benefi ts and restrictions ●  If companies include certain benefi ts (such as a larger 
car or free Internet access) with higher rates and attach restrictions (such as time 
of booking or change penalties) to lower rates, they can effectively differentiate not 
only the price, but also the inventory unit.
Procedural and distributive justice ●  Customers also evaluate the fairness of a 
policy (procedural justice) and the fairness of the outcome of that pricing policy 
(distributive justice) (Smith el al., 1999; Sparks and McColl-Kennedy, 2001; Tax 
et al., 1998). It is possible that a customer could consider a policy to be fair (pro-
cedural justice), but the outcome resulting from its implementation to be unfair 
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(distributive justice), and vice versa. For example, customers may feel that a car-
rental company’s Internet pricing policies are fair but that it is unfair that some 
people pay more than others.

Familiarity
Perceived fairness is affected by community norms (Monroe, 1976), and perceived fair-
ness of a pricing practice is judged relative to these community norms (i.e. a reference 
price provides a basis for fairness judgments because it is normal, not necessarily because 
it is just (Kahneman et al., 1986a, 1986b). This means that reference prices are not static 
but continually adapt to market conditions (Wirtz and Kimes, 2007).

In an RM context, there is evidence to suggest that customers are shifting their fair-
ness perceptions to community norms. For example, Kimes (1994) showed that RM 
pricing practices were considered more acceptable for airlines than for hotels in 1994. 
Interestingly, in a follow-up study eight years later, Kimes and Noone (2002) found that 
there were no longer signifi cant differences between the acceptability of these same prac-
tices in both industries. US golfers and diners are also more accepting of RM practices 
and fi nd them relatively fair (Kimes and Wirtz, 2002, 2003). As a market becomes more 
familiar with RM practices, the unfairness perceptions of those practices may decline 
over time (Wirtz and Kimes, 2007).

Relative advantage
Xia et al. (2004) suggest that perceived price differences can lead to perceptions of advan-
taged inequality (i.e. the consumer pays less than the reference price or another consumer) 
or disadvantaged inequality (i.e. the consumer pays more). Every RM pricing practice 
can be seen from two perspectives: that of the person paying the higher price (e.g. a non-
student who pays a full price and cannot take advantage of a special student rate); and 
that of the person who can take advantage of a lower price through the same fencing 
mechanism (e.g. a student who pays the discounted student rate).

When there is a wide variation in the prices charged (as is the case with airlines, car-
rental companies and hotels), customers are likely to compare the prices they pay with 
the prices paid by other customers (Bolton et al., 2003; Chen et al., 1998; Martins and 
Monroe, 1994), and customers who receive a lower price may be seen as receiving an 
unfair advantage (Adams, 1963). Wirtz and Kimes (2007) found that customers who are 
familiar with RM pricing practice do not consider relative advantage when assessing the 
perceived fairness of that practice.

Framing
Price differences can either be presented as a premium or as a discount to regular 
prices. For example, a restaurant may decide to charge higher prices for weekend 
dinners. They can either present the higher price as a premium over regular menu 
prices, or they can position the regular menu price as a discount from the higher 
weekend prices.

Prospect theory holds that price differences framed as a customer gain (i.e. discounts) 
as fairer than those framed as a customer loss (i.e. premiums or surcharges), even if the 
situations are economically equivalent (Chen et al., 1998; Kahneman and Tversky, 1979; 
Thaler, 1985). RM research has shown that customers view prices presented as a discount 
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as fairer than those presented as a surcharge (Kimes and Wirtz, 2002, 2003; Wirtz and 
Kimes, 2007).

Summary and conclusion
In this chapter, I have reviewed the literature on RM allocation and pricing models, 
discussed how RM prices are set in practice and reviewed the literature on customer reac-
tion to prices. As RM practice becomes more sophisticated and as the Internet becomes 
the customer booking engine of choice, we can expect price to become an even more 
important component of an RM strategy. The technical pricing models discussed arc 
likely to become much more widely adopted, and models that incorporate competitive 
reactions to price changes arc likely to be developed. Still, as pricing becomes an even 
more important part of an RM strategy, companies must carefully monitor customer 
reaction to these policies since a reduction in customer satisfaction may result in lower 
long-term profi tability.
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Abstract
In this chapter, we discuss the multiple institutional characteristics that affect prescription drug 
pricing. We organize our discussion around the 5Cs that defi ne the prescription drug industry: 
companies (the innovative process), competitors (the limits of patent protections), customers 
(how insurance markets affect pricing), collaborators (roles played by physicians and various 
channel players), and context (government regulation of pricing). We conclude the chapter with 
implications for drug pricing research. We categorize areas for future research in three distinct 
areas. First, future research should continue to clarify the nature of the current market. Second, 
we believe that more research is needed on how to optimize the current system. Finally, given the 
dynamic nature of the regulatory and institutional environment that defi nes the pharmaceuti-
cal industry, continued research on how these changes infl uence pricing will be needed as the 
industry continues to evolve.

1.  Introduction
The reader might ask at this point why devote a special chapter to pharmaceuticals and 
make it the only chapter in the whole book devoted to a specifi c category. The answer to 
this question is twofold. First, the pharmaceutical industry is of particular interest not only 
because of its sheer size (fi ve times the entire cosmetics industry and ten times the personal 
computers industry) and its leading place in marketing expenditures (it spends more on 
sales force than any other industry and it ranks among the most advertised to consumers), 
but also due to availability of detailed data that allow researchers to study many general 
marketing phenomena such as sales force effectiveness, product adoption, social networks, 
or optimal marketing mix allocation. The caveat is that it is an industry with many institu-
tional characteristics that affect pricing. This leads us to the second and perhaps the primary 
reason for this chapter – a diligent researcher must understand how industry dynamics affect 
the critical aspect of pricing, whether or not it is the primary focus of his or her research.

In our exploration, we focus on four critical facets that contribute to how pharmaceu-
tical prices are determined. First, in contrast to the case for most other products, con-
sumers of prescription drugs rarely make consumption decisions on their own. Rather, 
many different actors infl uence which drugs patients consume. Patients use physicians as 
learned intermediaries whose education, experience and access to specialized tools allow 
them to diagnose the patient’s health problem and determine the appropriate treatment. 
The physician acts as an agent for the patient, but this agency may be imperfect because 
the objectives of the physician and patient may not coincide.1 Insurers and pharmacy 

* Disclaimer: this chapter was prepared by the authors in their private capacities. No offi cial 
support or endorsement by the US Food and Drugs Administration is intended or should be inferred.

1 For example, suppose two drugs, A and B, treat a given condition. All else equal, an insured 
patient may prefer the cheaper drug A (as determined by the benefi t manager), but his physician 
may prefer to prescribe drug B because she believes it to be of higher quality, she is more  familiar 
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benefi t managers (PBMs), who often administer drug benefi ts for insurers, also infl u-
ence consumption patterns by determining what patients need to pay out-of-pocket for 
various drug alternatives.

Second, widespread insurance coverage shields patients from the true cost of prescrip-
tion drugs. In the USA, over 80 percent of people have some form of prescription drug 
coverage, and high levels of private or public insurance coverage are common in many 
other nations. The discrepancy between patient prices and retail prices distorts consumer 
demand for prescription drugs. Aside from the increase in consumption levels, insurance 
also distorts choices between different drugs when patients do not face the true price 
differences among different drugs. Perhaps because out-of-pocket payments for insured 
patients have so little to do with actual retail prices, it is standard terminology to refer to 
‘patient costs’ rather than ‘patient prices’.

Third, pharmaceutical prices are infl uenced by the presence of the patent system, which 
ensures products a degree of market power while the patent is active but also imposes a 
well-defi ned life cycle to the product. A product will face dramatically different pricing 
environments over its life cycle, with greater ability to maintain higher markups while 
the patent is active, and then by operating in a highly competitive environment, which is 
created when generic competitors enter the market.

Fourth, many countries regulate prices of prescription drugs because of their payer role 
and the political importance of healthcare to voters. However, the standard notion of 
efficient pricing at marginal cost of production – the goal of regulators in other contexts 
– is not sustainable in a research-intensive industry like pharmaceuticals where the mar-
ginal cost is negligible while R&D is incredibly costly. This extreme divergence between 
marginal cost of production and fi xed costs creates a tension between static and dynamic 
efficiency. Pricing at marginal cost would maximize static efficiency but would halt 
future development in the industry. Higher price, on the other hand, promotes dynamic 
efficiency, giving pharmaceutical fi rms an incentive to invest in R&D and introduce new 
products (Berndt, 2002) while lowering current consumer welfare.

In our presentation, we follow the 5Cs framework so commonly used in marketing 
analyses, organizing our discussion around the companies, competitors, customers, 
channels and context that defi ne the prescription drug industry. We begin in Section 2 
by discussing some high-level industry statistics before turning to the innovative process 
and the typical product life cycle imposed by patents. In Section 3, we expand on this 
discussion with a description of the competitive framework that the drug patent system 
presents. We then explore how the insurance market affects pricing in Section 4. The 
subsequent discussion of collaborators is divided into two parts: in Section 5 we discuss 
the role of physicians and then follow that with a detailed discussion of channel players 
and their role in drug pricing in Section 6. To complete our 5Cs analysis, in Section 7 
we analyze the regulatory constraints placed on pharmaceutical prices. We conclude the 
chapter with implications for pricing research.

As a fi nal note, we would like to point out that, for several reasons, we primarily focus 
on the US market. First, the USA is the largest national market for prescription drugs, 

with that product, she is infl uenced by detailing for drug B, etc. See McGuire (2000) for an exhaus-
tive review of the physician–patient relationship.
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with more than 40 percent of global sales (IMS Health, 2006). Second, facing less regula-
tion, the US market presents greater opportunities for marketing research than is more 
generally applicable to other product categories. For example, there is signifi cantly less 
government regulation of pricing in the USA and it is also one of only two countries that 
allow direct-to-consumer advertising. Finally, we expect that most marketing researchers 
will have access to US data reinforcing our focus on this market. Therefore, unless we 
make specifi c references to international markets, the reader can assume that our discus-
sion pertains to the US market. For similar reasons we focus on drugs available through 
the retail channel rather than physician-administered drugs such as oncology drugs.

2.  Companies
The pharmaceutical industry comprises companies that develop, manufacture, distribute 
and market branded and generic drugs. In general, companies focus on developing either 
branded drugs or generics because the respective business models are sufficiently differ-
ent. For example, the branded drug business model requires very heavy investments in 
R&D and marketing, while the generic drug model requires particularly strong compe-
tence in manufacturing, channel management and patent litigation.

Global pharmaceutical sales have grown on the order of 10 percent per year, rising to 
$602 billion in 2005 with the top ten fi rms accounting for 45 percent of this total (Forbes.
com, 2006; IMS Health, 2006). Because of the discrepancy in general price levels between 
branded and generic drugs, dollar sales are weighted more towards branded drugs and 
thus are a better representation of drug spending, while unit sales better represent actual 
utilization. Although prescription drugs, both branded and generic, account for only 
about 10 percent of total health spending in the USA, it is the fastest-growing segment 
of health care spending, and in 2005, 20 percent of all out-of-pocket spending was for 
prescription drugs compared to 17 percent for physicians and clinical services, and 8 
percent for hospital care.2

A new prescription drug is the outcome of a process that can take many years from 
discovery to regulatory approval, cost hundreds of millions of dollars, and tie up valuable 
capital that could be used in other ventures. Firms that bring these products to market 
spend heavily on R&D, and, although patents impose a fi nite lifespan on brand name 
pharmaceuticals, the profi t opportunities that they furnish encourage such investments.

2.1  R&D
Product innovation in the pharmaceutical industry is characterized by high research 
and development costs. DiMasi and colleagues (2003) surveyed ten large manufacturers 
and estimate that the average economic cost of bringing a new drug to market is $802 
million.3 This probably overestimates the average development cost for all patented 
drugs because it focuses only on new chemical entities (NCEs) and does not consider 
the cost of reformulations of existing products, such as extended release versions of a 
pill (Frank, 2003). Nonetheless it does capture the fact that bringing a new product to 

2 Authors’ calculations from the National Health Accounts (http://www.cms.hhs.gov/
NationalHealthExpendData)

3 Economic costs include the opportunity cost of capital that is tied up in the R&D process.
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market can be exceedingly expensive even though pharmaceutical research is now poten-
tially more efficient than ever, thanks to more effective methods and technologies such 
as high-throughput screening and rational drug design. What counteracts improvements 
in research methods is the reality that many of the foremost targets of pharmaceutical 
research are more complex than the pharmacological challenges of years past. The most 
common explanation for this is that all of the low-hanging fruit has been picked, and the 
recent drop in Food and Drug Administration (FDA) approvals for NCEs would seem 
to support this contention.4 These high research costs are coupled with the regulatory 
pressures to have even more extensive and expensive clinical trials, thereby further driving 
up development costs.

The high cost of bringing a new product to market infl uences the pricing dynamics we 
observe in the pharmaceutical industry. First, R&D costs represent an imposing barrier 
to entry that limits the competition that fi rms face, which in turn allows incumbents 
to sustain higher prices. Second, because R&D costs are so high, fi rms must be able to 
expect signifi cant profi ts if they are to continue investing in innovation. The relationship 
between profi tability and innovation is well documented (Abbott and Vernon, 2005; 
Giaccotto et al., 2005; Scherer, 2001). Patents are an important tool through which gov-
ernments attempt to mitigate the innovation problems that arise when lower expected 
returns make continued investments in R&D less attractive.

2.2  The product life cycle
Governments use patents to compensate for the potential dynamic inefficiency that stems 
from high development costs. Patents encourage innovation by granting a limited period 
of market exclusivity to fi rms that develop new pharmaceutical products. This shapes 
the characteristic life cycle for pharmaceutical products that can end within months 
of patent expiration depending on how quickly generic competitors enter the market. 
Patents remain active for 20 years from the date of fi ling, but because fi rms fi le patents 
before beginning clinical trials, the average effective patent life is 11.5 years (PhRMA, 
2006). While a patent can forestall direct competition, it does not secure monopoly power 
because a patented molecule has to compete with other distinct molecules approved to 
treat the same general condition.

Patent holders may attempt to extend the patent life of their drugs in a variety of 
ways. For example, generic entry could be delayed if patents were staggered so that, 
for example, the molecule patent expires at a different time than the patent on the pro-
duction process or delivery method.5 Occasionally fi rms obtain patent extensions for 
reasons unrelated to changes in the underlying product – consider the relatively common 
six-month extension for fi ling a pediatric indication or the two-year extension Claritin 
received in an addendum to the 1994 GATT treaty.6 Brand name manufacturers can also 
introduce new presentations (e.g. change dosage strength, delivery mechanism, or form) 

4 See Cockburn (2006) for a discussion of productivity in the pharmaceutical industry.
5 Many drugs hold multiple patents, which are fi led and approved on different dates. 

Information on patents is available from the FDA Orange Book, which lists information about all 
approved patents for prescription drugs. http://www.fda.gov/cder/ob/.

6 Stephen Hall, ‘The Claritin effect’, New York Times Magazine, 11 March 2001.
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of an existing product in the year prior to patent expiration.7 This subsequently requires 
that competing fi rms either incur higher entry costs as they develop generic versions of 
each formulation or risk reducing the potential market share that they can capture. In 
addition, patent holders sometimes launch their own authorized generic products, license 
authorized generics to another generic manufacturer, or reduce the price of their branded 
product prior to patent expiration.

3.  Competitors
Patents protect pharmaceutical products from direct competition of same-molecule 
copycats for a period of time – 20 years in the USA. However, patents cannot completely 
foreclose competition, because they do not prevent competing manufacturers from bring-
ing to market distinct molecules to treat the same condition. Once patents expire, generic 
manufacturers are free to introduce products that are virtually undifferentiated from the 
branded product, which heightens competition, reduces the average price for a molecule, 
and ultimately often results in a shrinking market because of diminished marketing 
support by manufacturers.

3.1  Brand name drugs
While a prescription drug is under patent protection, the market conditions it faces 
can best be described as an oligopoly with a number of differentiated, patent-protected 
products competing within a therapeutic class. As distinct molecules, they may work 
through a different chemical pathway and thus vary in efficacy, they may target patients 
with different risk factors or slightly different symptoms, and they may have different 
side-effect profi les. Because of high entry costs associated with developing a distinct drug 
molecule, entry into a given therapeutic class is limited, although larger markets tend to 
attract more entrants (Scott Morton, 1999).

Brand name products are often categorized as either innovative or ‘me-too’ drugs 
based on how much therapeutic advantage they represent over existing drugs in a thera-
peutic class. This distinction is a signifi cant factor explaining launch prices of drugs (Lu 
and Comanor, 1998). Drugs that represent signifi cant therapeutic advantages over exist-
ing drugs in a therapeutic class launch, on average, at prices three times higher than other 
brand name drugs in that class. ‘Me-too’ drugs, on the other hand, generally introduce 
modest improvements over existing products, and therefore add a measure of price com-
petition into the market. Lu and Comanor (1998) fi nd that launch prices of me-too drugs 
are comparable to the average price of existing drugs in the market. They also fi nd that 
the number of drugs in a therapeutic class reduces entry prices and that long-run pricing 
strategies differ by drug type. Innovative drugs in their sample drugs followed a skim-
ming strategy with high initial prices that fall over time, while ‘me-too’ drugs employed a 
penetration strategy with entry prices low, in order to gain market share, but rising over 
time.

7 Ellison and Ellison (2000) fi nd that fi rms are most likely to deter entry in medium-sized 
markets. They explain that entry deterrence is less common in small and large markets because it is 
not worthwhile to deter entry in small markets that attract fewer generic entrants, and deterrence 
strategies will not be effective in large markets where the payoff to entry is sufficiently high.
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Non-price competition is equally, if not more, important. Researchers looking at 
strategies related to the order of entry have found that ‘me-too’ entrants into a therapeu-
tic class would launch at prices similar to the breakthrough incumbent but they would 
pursue non-price competition in the form of heavy physician marketing (Berndt et al., 
1997). In fact new drug introduction is always accompanied by large investments in 
product promotion regardless of the type of therapeutic advantage that a new product 
brings to market. Bhattacharya and Vogt (2003) empirically support a model showing 
that pharmaceutical manufacturers do this to build product recognition and consumer 
goodwill, which helps facilitate rising prices later in the product life cycle.

3.2  Generic competition
The competitive environment facing a prescription drug changes considerably with 
patent expiration. The rules governing the launch of generic pharmaceutical products 
in the USA were set forth in the Drug Price Competition and Patent Term Restoration 
Act of 1984 (the so-called Hatch–Waxman Act). Hatch–Waxman altered the FDA’s 
approval process so that generic entrants need only to demonstrate that their product is 
bioequivalent to the brand name product without having to conduct costly safety and 
efficacy trials. Moreover, under the Hatch–Waxman rules, generic manufacturers are 
allowed to produce the patented molecule, and submit their marketing applications to the 
FDA while the original patent is still in effect. This signifi cantly lowers barriers to entry, 
thereby opening the market up to potentially intense competition. In markets with at 
least one generic molecule, own- and cross-price elasticities for branded products appear 
to be higher than in markets with no generic competition (Ellison et al., 1997). In other 
words, demand is much more sensitive to the prices of a drug and its competitors in the 
presence of generic products.

Even when a patent expires, generic entry may not have an immediate effect on the 
prices that consumers pay for a given molecule. Under the Hatch–Waxman rules, the fi rst 
generic entrant to obtain FDA approval can earn a market exclusivity period of 180 days 
and thereby delay the further entry of competing generic products.8 During this period, 
the generic manufacturer shares the market only with the original innovator company, 
which may or may not choose to compete directly with the generic. The generally higher 
level of pricing sustained during the exclusivity period creates an incentive to be the fi rst 
to gain FDA approval. During this exclusivity period, the fi rst generic entrant tends to 
set a price equal to about 80 percent of the brand name price (Berndt et al., 2007; Reiffen 
and Ward, 2005).

Generic drug prices fall as additional entrants come into the market (Caves et al., 1991; 
Grabowski and Vernon, 1992; Frank and Salkever, 1997) and approach marginal cost 
only after several generic fi rms enter the market (Reiffen and Ward, 2005). But this need 
not happen in all markets because intense competition depends on the attractiveness of 
market entry, which varies across therapeutic categories. Not surprisingly, large markets 
are the most attractive (Ellison and Ellison, 2000). Drugs that treat chronic conditions 
and drugs that are administered in inpatient settings are also attractive targets for generic 
entry because consumers have more elastic demand, so they are more likely to switch to 

8 http://www.fda.gov/cder/about/smallbiz/generic_exclusivity.htm.
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the generic product (Scott-Morton, 1999). Mandatory substitution laws and the emer-
gence of pharmacy benefi t managers (PBMs) that encourage switching to generic prod-
ucts encourage a fairly rapid rate of generic penetration, which further boosts generic 
entry.9

Most of the evidence pertaining to how incumbent prices respond to generic entry is 
based on data that pre-date the rise of managed care. In addition, the fi ndings confl ict on 
how manufacturers respond to entry, perhaps because the data used in these studies do 
not properly capture off-invoice price concessions. Caves et al. (1991) model markups for 
prescription drugs as a function of a drug’s age, patent status, and drug-specifi c effects 
such as the type of condition that it treats and where the drug is primarily dispensed. 
They test their model using the prices of a sample of drugs that lost patent protection 
between 1978 and 1987 and fi nd that, while the prices of some brand name drugs con-
tinued to rise after patent expiration, they increased more slowly than they would have 
in the absence of generic entry. They fi nd that brand name list prices are declining in the 
number of generic entrants, and list prices faced by hospitals are much more sensitive to 
generic entry than are retail list prices. In contrast, Grabowski and Vernon (1992) and 
Frank and Salkever (1992, 1997) use pricing data from a similar period of time (1983–87 
and 1984–87 respectively) and fi nd that over time brand name list prices rise relative to 
those of generic drugs. Frank and Salkever propose that market segmentation explains 
this pricing behavior. Once generic fi rms enter, brand name manufacturers focus on less 
elastic segments of the market rather than trying to compete with generic products. Thus 
volume falls, but pharmaceutical fi rms are able to raise prices for the less elastic custom-
ers that remain.

These segmentation-based pricing patterns are probably less attractive now that most 
states have generic substitution laws that allow pharmacists to fi ll prescriptions with 
generic drugs when available. (Note that these generic substitution laws apply only to 
same-molecule switches and not cross-molecule substitutions.) Even without such laws, 
the majority of insured patients carry plans that utilize formularies to encourage switch-
ing to generic products by increasing the co-payment for the branded version and lower-
ing the co-payment for the generic versions of a drug. As managed care has become more 
prevalent, the inelastic share of the market has shrunk considerably, and it may no longer 
be profi table to target this share of the market upon patent expiry.

An alternative strategy to increasing brand name price upon patent expiration is for 
brand name manufacturers to introduce their own generic products and directly compete 
with generic copycats. Because there would be no entry costs, this is a winning proposi-
tion if the fi rm can earn more profi ts during the generic exclusivity period than if they 
were to focus on the inelastic side of the market. In 2006 Merck followed a similar strategy 
when it negotiated a deal with United Healthcare and Blue Shield of California to dra-
matically lower the price in exchange for more favorable consumer-level pricing, which 
is opposite to what is typically done. When the branded version of a drug loses patent, 
insurers usually require that patients pay more out of pocket for the brand version of 
that drug (Won Tesoriero and Martinez, 2006). How such a strategy plays out remains 

9 Berndt and colleagues give the example of Paxil, which lost 70 percent of its market share to 
generic entrants within two months (Berndt et al., 2007).
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to be seen, but this kind of competitive threat from a branded manufacturer could lower 
incentives for generic manufacturers to challenge patents.

4.  Customers
In the market for pharmaceutical products, the end-user, payer and decision-maker 
roles are shared by distinct parties: patients, insurance companies and physicians. In 
this section we focus on distinctions between the end-user and payer roles and on their 
implications for pricing.

4.1  Insurance
In most industrialized countries, national governments are the predominant source of 
health insurance coverage. This contrasts with the USA, where employers provide health 
insurance coverage and, in almost all cases, prescription drug benefi ts for approximately 
60 percent of the population. Twenty-seven percent of the US population receives some 
form of government health insurance such as Medicare for those 65 years and older (13.7 
percent), Medicaid for the disabled and qualifi ed low-income citizens (13.0 percent) or 
military health insurance (3.8 percent).10 There is some overlap between the employer and 
government-sponsored groups, as some Medicare benefi ciaries also obtain supplemen-
tary retirement coverage through their former employers or are eligible for Medicaid. 
Both Medicaid and Medicare cover prescription drugs, but prior to the 2006 implementa-
tion of the prescription drug benefi t for the elderly (the so-called Medicare Part D), more 
than a quarter of the population eligible for Medicare lacked any sort of prescription 
drug coverage.11

Insurance distorts consumption patterns by creating a divergence between what a 
patient pays and what a retail pharmacy charges for the drug. As a result, insurance may 
effectively lower the elasticity of demand for pharmaceuticals. Because insurance reduces 
the out-of-pocket cost, it may also increase the quantity of pharmaceutical products con-
sumed as insured patients may choose to take drugs that they might not have been willing 
to pay for were they facing their full cost.

Many private insurers and government-sponsored plans use a variety of cost manage-
ment strategies to infl uence patient behavior to mitigate the adverse effect of health insur-
ance coverage. Once such measure is the drug formulary – a preferred list of drugs that 
a PBM selects based on efficacy, side-effect profi le, and cost-effectiveness. Being a list, it 
will affect utilization patterns only if it is aligned with proper incentives. Common tiered 
formularies require varying levels of cost-sharing from patients. A common structure for 
a tiered formulary is to require no or minimal cost-sharing for generic drugs (e.g. a fl at 
fee of $5 for a 30-day supply of pills), higher for brand name drugs that have ‘preferred’ 
designation (e.g. $15 for a 30-day supply), and often signifi cantly higher for drugs that 
are not on the preferred list (e.g. $45 for a monthly supply). When cost-sharing relies on 
a fi xed dollar fee for each prescription, it is referred to as co-payment. This is in contrast 

10 US Census Bureau, ‘Income, poverty, and health insurance coverage in the United States: 
2005’, http://www.census.gov/prod/2006pubs/p60-231.pdf. Percentages do not add up because 
some people are eligible for more than one type of coverage.

11 Kaiser Family Foundation, Prescription Drug Trends Fact Sheet, November 2005, http://
www.kff.org/insurance/upload/3057-04.pdf.
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to co-insurance, which requires patients to pay a defi ned percentage of the total cost, 
usually also increasing with tier preference.

4.2  Effects of insurance on price sensitivity
Much of the early empirical evidence on the effect of health insurance on prescription 
drug consumption comes from the RAND Health Insurance Experiment (Newhouse and 
the Insurance Experiment Group, 1993), which assigned people to plans with different 
levels of prescription drug coverage and found that those who were enrolled in plans with 
higher cost-sharing requirement consumed fewer prescription drugs.

Gibson et al. (2005) provide a review of recent research on the effects of cost-sharing 
on drug consumption. As a whole, the evidence that they review supports the notion that 
insurers can use tiered formularies to alter patient consumption patterns. It has been 
found, for example, that increasing the number of tiers in a formulary and thus the out-
of-pocket prices for some drugs, changes the mix of drugs consumed but not the total 
volume of drugs consumed (Huskamp et al., 2005). Other research reports that elasticity 
of demand varies across different therapeutic classes and types of treatment. In particular, 
demand elasticity ranges from 20.1 to 20.16 for chronic conditions and from 20.6 to 
20.24 for acute conditions (Landsman et al., 2005; Goldman et al., 2004).

The studies above show that insurers can infl uence both the total amount of drugs 
consumed and choices among drugs by changing the out-of-pocket costs that patients 
pay. While these studies do not consider prices charged by manufacturers, their results 
imply that, by infl uencing consumer behavior, changes in out-of-pocket costs could lead 
to downward pressure on drugs prices. Pavcnik (2002) explicitly addresses this question, 
taking advantage of a change in reimbursement practices in Germany in 1989 to analyze 
how drug prices respond to changes in out-of-pocket spending. These new reimbursement 
rules made patients responsible for the full cost difference of a specifi c drug in a thera-
peutic class and other, more expensive drugs that they might wish to consume. Using 
a sample of anti-diabetics and anti-ulcer drugs, Pavcnik demonstrates that the policy 
change led to lower prices for all drugs in those classes by 10 percent to 26 percent, with 
particularly dramatic decreases occurring among branded drugs.

4.3  Search and switching behavior
The existence of search costs and switching costs in a market leads to higher prices and 
greater price dispersion. Search costs are a feature of prescription drug markets that is 
particularly relevant for cash-paying customers who potentially face price dispersion 
among like drugs across different pharmacies. Sorensen (2000) models search behavior 
for patients consuming prescription drugs, where a patient will continue going from one 
pharmacy to the next if the expected benefi ts from searching exceed the cost of searching. 
The patient will stop searching once they believe that they cannot make themselves any 
better off through shopping around. Sorensen documents considerable price dispersion 
and high search costs for cash-paying customers. The fi ndings are telling – even when 
patients are responsible for the full cost of the drugs that they consume, they are either 
not willing to or not able to gather enough information about prescription drugs on their 
own to limit price dispersion.

Patients who have insurance coverage do not face this kind of price dispersion because 
their co-payments are pegged to the formulary status of the drug rather than its retail 
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price. However, insured patients also face costs in their search for the best drug match for 
them. Gaining the requisite knowledge to effectively evaluate products can be costly for 
patients, and, indeed, this is one of the reasons why patients rely on physicians to make 
the choice for them. As we discuss in more detail below, physicians also face search costs 
that may infl uence their prescribing choices. Crawford and Shum (2005) observe a sample 
of patients taking anti-ulcer drugs in Italy and fi nd that very few patients diverge from the 
initial prescription. This suggests that either the initial prescription is a good match, that 
there is considerable risk aversion towards switching among patients or doctors, or that 
search costs of fi nding a better match are too high. It is important to note that patients 
are weighing the search cost against the expected benefi t, which may not be accurate 
if patients are not well informed about the quality or existence of different products. 
Because search costs dampen price shopping, high search costs could contribute to higher 
prices even when several products exist within a therapeutic class.

5.  Collaborators
For the most part, physicians neither consume nor pay for the drugs they prescribe for 
their patients, but they nonetheless have an institutionalized role as the primary decision-
maker. After diagnosing a problem, physicians determine not only whether drug therapy 
is appropriate, but also what drug and dose should be prescribed. Presumably, physi-
cians’ primary objective is to offer their patients a level of care consistent with broadly 
accepted best practices, but it is not so clear that they have the incentive to account for 
economic considerations when prescribing a drug. The most medically effective care may 
not necessarily be the most cost-effective care, and when applied to prescribing behavior, 
this could be manifested in prescriptions whose marginal value is less than the marginal 
cost over another drug that treats the same condition. Furthermore, physicians face 
severe time constraints, making it costly for them to take the time to learn about new 
pharmaceutical products. While brand name drugs are heavily marketed, generic manu-
facturers do not promote their products, so it takes relatively more effort for physicians 
to learn about new generic products.

Despite their lack of direct fi nancial involvement in the decision, research shows that 
physicians do sometimes alter their behavior in response to cost considerations. There 
are several reasons for this. First, insurers and PBMs can directly entice physicians to 
prescribe certain drugs over others. This approach is particularly effective in settings 
where physician salary is tied to performance on the cost-effectiveness front, as in the 
case of staff health maintenance organizations. Patients’ economic considerations also 
play a role, despite the general belief to the contrary. According to the Kaiser Family 
Foundation (2006), 53 percent of physicians frequently discuss out-of-pocket costs with 
patients when they prescribe drugs. This fi nding is supported by research showing that 
tiered patient co-payments matter (Huskamp et al., 2005). This is especially apparent 
when patients have no insurance coverage or have limited resources (Reichert et al., 2000; 
Hux and Naylor, 1994).

Nonetheless, physicians neither fully internalize the patient’s price incentives nor the 
insurer’s cost burden. This further exacerbates the incentive distortion posed by insur-
ance. This effect is also magnifi ed by the fact that physicians tend to prescribe habitually, 
with many doctors persistently prescribing brand name drugs after generics have become 
available (Hellerstein, 1998). The stickiness of prescribing patterns allows brand name 
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fi rms to maintain higher prices upon generic entry; although, in the case of generics, the 
impact of this behavior is mitigated somewhat by the fact that pharmacists are generally 
allowed to substitute generics when available.12 Habitual prescribing also helps differen-
tiate products within a therapeutic class, which, according to economic theory, should 
lead to higher prices.

6.  Channels
Because the resale of prescription drugs is closely regulated, pharmaceutical manufac-
turers can charge very different prices to different buyers without facing the threat of 
arbitrage (Frank, 2001). These negotiated prices are commonly not available to parties 
outside the agreement. Therefore, when describing channel structures in the pharmaceuti-
cal industry, it is worthwhile to distinguish between the channel structure for the physical 
product distribution and the fi nancial fl ow. The former has the typical channel structure 
that involves wholesalers and retailers. The latter is complicated by the existence of the 
insurance system, which introduces new players and payments that sidestep the channel 
partners involved in the physical distribution of the product. We follow this logic after a 
brief introduction of the various players involved in the distribution and reimbursement 
of prescription drugs. The discussion in this chapter draws heavily on conversations with 
industry insiders, on recent reports by the CBO and the Kaiser Family Foundation (CBO, 
2007; Kaiser Family Foundation, 2005), and on Kolassa (1997). We summarize some of 
the key pricing terms in Box 23.1.

6.1  Channel players

Wholesalers Approximately two-thirds of all US prescription drug sales fl ow through 
wholesalers (CBO, 2007). The wholesale function is highly concentrated in the top three 
fi rms, McKesson, Cardinal Health and AmerisourceBergen, holding an 80 percent 
market share in 2005 (Kaiser Family Foundation, 2005). Wholesalers distribute prod-
ucts to different types of pharmacies and to some non-retail buyers such as hospitals and 
nursing homes.

Pharmacies There is a wide spectrum of pharmacy ownership forms: chain pharma-
cies (e.g. CVS, Duane Reade, Walgreens), mass merchandisers (e.g. Costco, Wal-Mart, 
Target), food supermarkets (e.g. Safeway, Albertsons), independent pharmacies and mail 
order pharmacies. Chain pharmacies account for the largest share of the market with over 
40 percent of the dollar and unit share (see Table 23.1). The fastest-growing pharmacy 
segment includes mail pharmacies, of which the largest ones are owned by PBMs. Because 
mail pharmacy prescriptions are generally for 90 days rather than the standard 30 days 
in retail, they represent a disproportionate share of dollars (relative to units measured 
by prescriptions). In addition, these pharmacies dispense a disproportionate share of 
typically newer and more expensive drugs that treat chronic conditions (Wosinska and 
Huckman, 2004).

12 Line extensions, such as ‘extended release’ or ‘extra strength’ may limit the effect of such 
mandatory substitution laws because such formulations are not affected by them.
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Non-retail buyers The class of non-retail buyers includes parties such as hospitals, select 
HMOs (such as Kaiser Permanente) and nursing homes. These health care providers 
both purchase and administer prescription drugs, and CBO (2005) estimates that they 
dispense around 28 percent of the prescription market measured in dollars. Non-retail 
buyers distinguish themselves from other members of the distribution chain in that they 
can infl uence consumption patterns. Concordantly, non-retail buyers are able to negoti-
ate signifi cant discounts from manufacturers.

Pharmacy benefi t managers Most health insurance plans use separate entities called 
pharmacy benefi t managers (PBMs) to administer prescription drug coverage. While 

BOX 23.1 KEY PRICING TERMS

Average manufacturer price (AMP) AMP is the average price that whole-
salers pay to manufacturers for a drug that is distributed through the retail phar-
macy channel. AMP incorporates all discounts that the wholesaler negotiates 
with the manufacturer, but does not include any rebates that insurers or PBMs 
negotiate. Congress established the AMP in 1990 as a way to calculate rebates 
for Medicaid prescription drug expenditures.

Wholesale acquisition cost (WAC) WAC is generally the price that manu-
facturers charge wholesalers. This price does not include any of the discounts 
that the wholesaler receives.

Average wholesale price (AWP) AWP does not actually represent any 
average price and it does not refl ect what wholesalers pay. Instead, it is best 
thought of as a benchmark price that may be used as a reference for negotiating 
discounts and rebates. For example, prior to the 2003 Medicare Modernization 
Act, CMS set the prices for Medicare Part B drugs as a percentage of AWP. 
Now CMS uses ASP as its reference point since that price better refl ects actual 
prices that manufacturers receive. (ASP is analogous to AMP for physician-
administered drugs.)

Chargeback Sometimes wholesalers provide drugs to organizations that 
have negotiated discounts directly with the manufacturer. In these cases, the 
wholesaler offers the drug to these organizations at the lower, negotiated price. 
The chargeback, which wholesalers receive from manufacturers, is the differ-
ence between the WAC and the discounted price that the wholesaler receives.

Rebate Manufacturers pay rebates to customers after the customers have 
purchased the drug. PBMs, insurers and pharmacies may all negotiate rebates 
with the manufacturer, and the rebate allows the manufacturer to retroactively 
lower the net prices that different customers pay. The AWP is commonly used 
as a starting point in these negotiations. These rebates are confi dential.



500  Handbook of pricing research in marketing

many PBMs began as claims processors, they have evolved into full service entities that 
develop formularies, negotiate prices with manufacturers, establish pharmacy networks 
(lists of pharmacies where covered patients can fi ll prescriptions), and offer mail order 
pharmacy services. Although the PBM industry is not as concentrated as the drug 
wholesale industry, most of its activity is consolidated in a small number of large multi-
billion-dollar fi rms. In 2005, four PBMs accounted for half of all covered lives: Caremark 
Rx (19 percent), Medco Health Solutions (13 percent), Express Scripts (11 percent) and 
WellPoint Pharmacy Management (7 percent) (AIS, 2006). Outside of their mail order 
operations, PBMs rarely take possession of drugs, but they play a critical role in deter-
mining the net price of pharmaceuticals.

Insurers and employers Some private insurers and employers do not outsource the 
management of pharmacy benefi ts to PBMs, but rather run them internally. In some 
cases, self-insured employers form coalitions, such as Rx Collaborative, to improve their 
bargaining power against manufacturers. In this chapter, our references to PBMs also 
encompass these entities that perform the PBM functions internally.

6.2  Channel partners involved in physical product distribution
The physical distribution of drugs presented in Figure 23.1 is straightforward – 
 whole salers purchase drugs from manufacturers and then sell these drugs to pharmacies, 
which in turn dispense to patients. Any potential discounts and the ability to extract 
higher markups earned by these channel partners depend on their value added, in par-
ticular their ability to affect downstream demand.

The fi rst party downstream from manufacturers – wholesalers – are not able to 
negotiate substantial discounts for branded pharmaceuticals because of their inability 
to move market share. They are, however, able to negotiate discounts for volume, 
prompt payment, and for taking on products close to expiration, but these discounts 
are minimal. A system of ‘chargebacks’ allows a manufacturer to offer negotiated 
discounts to end customers without the risk of arbitrage by the wholesaler. Under this 
system, the amount that wholesalers generally pay to manufacturers for inventory is an 
undiscounted invoice or list price, often referred to as wholesale acquisition cost (WAC) 

Table 23.1  Sales, market share and pharmacy type in the USA (2005–06)

Pharmacy type Sales

($ billions) Dollar share (%) Unit share (%)

2006 2005 2006 2005 2006 2005

Chain 102.83 94.49 41.2 40.7 47.2 46.6
Mass 
 merchandiser

 24.34 22.48  9.7  9.7 11.0 10.9

Supermarket  28.82 27.64 11.5 11.9 13.9 14.2
Independent  43.48 41.90 17.4 18.1 21.1 21.5
Mail order  50.37 45.50 20.2 19.6  6.8  6.8

Source: National Association of Chain Drug Stores, ‘Industry facts at a glance’.
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(Schweitzer, 1997, p. 11). The end purchaser obtains its contractual discount immedi-
ately from the wholesaler at the time of purchase, while the wholesaler subsequently is 
reimbursed for the amount of the discount after submitting a claim to the manufacturer. 
This payment, known as the chargeback, is mainly used in sales of branded drugs to 
non-retail entities and sales of generic drugs to retail pharmacies. The net price that the 
wholesaler pays to the manufacturer is typically the WAC price net of discounts and 
chargebacks. Customers that do not have discount agreements with the manufacturer 
typically pay prices near WAC because that is the cost of inventory on hand for the 
wholesaler.

At the retail level, pharmacy acquisition costs and margins differ drastically between 
branded and generic drugs and across pharmacy ownership types. In all cases, they are 
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driven by the ability to infl uence consumer demand. In the case of branded drugs, phar-
macies simply fulfi ll demand by stocking a wide variety of drugs. In the case of generic 
drugs, pharmacies make decisions about which manufacturer’s generic version to stock. 
In addition, third-party payers have exhausted their bargaining power with pharmacies 
for generic markups because any threat to steer patients away from generics would not 
be credible. Differences in bargaining power across pharmacy types also drive variation 
in pharmacy acquisition price levels. While independent pharmacies buy almost all of 
their drugs from wholesalers, chain pharmacies purchase a large share of drugs from their 
own warehouses, which results in a price differential to the benefi t of large retailers. Mail 
order pharmacies are able to achieve consistently lower prices than other dispensers not 
only because they are able to take advantages of efficiencies in distribution, but they can 
ensure a higher degree of formulary compliance.

The amounts that pharmacies receive for drugs vary from payer to payer and also 
depend on whether the drug is branded or generic. Payments to pharmacies for branded 
drugs are generally fi xed in a formulaic fashion based on the acquisition cost plus a 
pharmacy margin, which consists of a fi xed percentage markup on the drug and a fl at 
dispensing fee. For generic drugs, payers frequently impose a fi xed maximum allow-
able cost (MAC) for reimbursement plus a fl at dispensing fee that may vary by payer 
or drug type. Nevertheless, pharmacies are often able to earn higher margins on generic 
drugs because they can perform switches from brand to generic. A recent study by the 
Congressional Budget Office (CBO, 2004) makes that point explicit. The study measured 
the difference between the average manufacturer price (AMP) and the average price paid 
by independent pharmacies, which represents both wholesale and pharmacy markups, 
and found that markups per prescription were $3.80 for brand name drugs, $5 for new 
generics and $1.40 for old generics. The report also stated that wholesalers retain most 
of the markup for branded, on-patent drugs while pharmacies keep most of the markup 
for post-patent branded drugs and generics. The pharmacy markup also depends on a 
patient’s insurance status.

6.3  Payments by entities not involved in physical product distribution
Because of insurance and formularies, the fl ow of money from the patient back to the 
manufacturer is more complex than the physical product distribution would suggest 
(see Figure 23.2). For one, the revenues that pharmacies receive are based on patient co-
payments and payments from insurance companies, which are most commonly handled 
by PBMs. In addition, formularies give PBMs an ability to negotiate manufacturer dis-
counts to bring down the net price they pay to the retail channel.

There are two reasons why PBMs and the insurers they represent are able to bargain 
with manufacturers. First, an individual PBM represents a large number of health plans 
and thus pools a large share of the prescription market. Second, PBMs not only infl u-
ence the formulary line-up, but are also actively involved in enforcing it by mapping it 
to patient out-of-pocket costs, educational programs, prior authorization requirements, 
and drug utilization reviews. Ellison and Snyder (2003) argue that it is the ability to 
manipulate patient behavior, and not size, that confers bargaining power to PBMs. 
Formularies improve buyers’ positions when they negotiate drug prices because they 
provide a credible means to punish a drug manufacturer for not offering an attractive 
price. The ability to affect purchase patterns through the formulary is also the reason why 
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hospitals and other non-retail buyers can obtain discounts from the retail price found in 
pharmacies.

Rebates are a form of ex post discounting that PBMs may be able to obtain. Unlike 
chargebacks, rebates often bypass market intermediaries and change hands after 
retail transactions are completed. For example, one type of rebate that can fl ow from 
manufacturers to payers or PBMs is called a formulary rebate. Such rebates may be 
tied directly to performance metrics such as achievement of market share goals. Since 
these metrics cannot be computed until well after transactions are completed (often 
on a quarterly basis), they are not generally refl ected in transactional data. Moreover, 
in this example, the rebate goes to the payer or PBM and bypasses the pharmacy and 
wholesaler, which means that transactional data from those entities would not refl ect 
the full discounted prices that PBMs and insurers obtain for their formulary perform-
ance – a fact that could bias elasticity estimates based on such data. In addition, 
mapping rebates to specifi c transactions is very difficult if not impossible because a 
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rebate may pertain to purchases aggregated over a long period of time or to a bundle 
of products.

In addition to bargaining with manufacturers, PBMs use their ability to defi ne which 
retail pharmacies participate in a network as a way to negotiate lower payments to 
pharmacies.

7.  Context
Pharmaceuticals, together with other health care segments, tend to generate much 
political interest and therefore regulation. An important reason is the infl uence that drug 
quality has on someone’s physical well-being in a way that other products do not, and 
the fact that adverse effects of going without treatment are very different from the adverse 
effects of going without, say, a new operating system on your computer. Furthermore, 
because health care accounts for a large share of public spending in the USA and other 
countries, policy-makers face pressure to limit prices, especially on pharmaceuticals, 
which represent a fast-growing segment of health care spending.

7.1  Forms of price regulation
In the USA, the main regulatory agency for the industry, the Food and Drug 
Administration (FDA), regulates the development, approval and marketing of prescrip-
tion and over-the-counter medicines. It does not, however, regulate pricing. This is in 
contrast to most other industrialized countries where a single government purchaser is 
responsible for administering drug benefi ts. Differences stem from the fact that while 
many industrialized nations have universal or single-payer health care systems, the USA 
relies on a system that is predominantly fi nanced by employers.

Methods of price regulation fall into the following general categories: price ceilings, 
reference pricing and profi t regulation (GAO, 2007). Price ceilings, where the government 
sets a maximum price, are used in France and Australia. If non-governmental purchasers 
are free to negotiate lower prices than those set by the regulator, then the established price 
becomes a price ceiling. A related practice, reference pricing, occurs when the regulator 
links reimbursement to price levels of other drugs in the therapeutic class (as in Germany) 
or of the same drug in other countries (as in Canada or Australia). Profi t or rate of return 
regulation, which is practiced in the UK, allows pharmaceutical manufacturers to earn a 
specifi ed rate of return across a portfolio of products sold in the country, and manufac-
turers are free to set prices for each drug so long as they stay within the acceptable profi t 
corridor. If profi ts exceed a specifi ed level, the drug company would have to lower prices 
to bring profi ts within an acceptable range, and the drug companies can request price 
increases if profi ts are too low.

In general, the US government does not regulate the market prices of prescription 
drugs, although it plays an important role as the largest payer for prescription drugs, pri-
marily through the Medicaid program for the disabled and low-income and the relatively 
new Medicare program for the elderly (Medicare Part D). State and federal agencies are 
responsible for fi nancing a considerable amount of prescription drug spending in the 
USA. A large share of federally fi nanced drug spending fl ows through private insurance 
plans and PBMs that are responsible for administering Medicare Part D.

In addition to Medicare Part D and Medicaid, the government fi nances prescription 
drugs under the auspices of Medicare Part B (which primarily covers drugs administered 
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in physician clinics), the relatively small programs in the Veterans’ Administration 
(VA), and the Department of Defense (DOD). These programs directly negotiate with 
manufacturers or follow legislated reimbursement rules and are able to obtain highly dis-
counted prices. The Congressional Budget Office (2005) estimated that the average prices 
that the DOD and VA pay for prescription drugs are 41 and 42 percent of the average 
wholesale price (AWP) respectively. The average price that Medicaid pays is 51 percent 
of AWP relative to a best price in the private sector of about 63 percent of AWP.

7.2  Firm response to price regulation
The intent of any price regulation is to secure lower prices for prescription drugs. 
However, consequences unintended by regulators can result from poorly conceived 
regulation. Exactly how a pharmaceutical manufacturer responds to pricing regulation 
depends on the regulatory approach taken, but a growing body of evidence suggests that 
price regulation does not necessarily lead to lower drug costs and it can have adverse 
effects on both the short- and long-term supply of prescription drugs.

Medicaid’s adoption of a ‘most-favored-customer’ pricing rule in 1991 is a good 
example of how price regulation can infl uence industry dynamics. Because Medicaid was 
a passive payer, it was not securing the same discounts that private purchasers were able 
to negotiate. In response, the US Congress established that Medicaid price net of rebates 
would be the lesser of the AMP minus 15.1 percent or the lowest price made available 
to any private purchaser. In turn, manufacturers responded by offering smaller dis-
counts to private purchasers (Congressional Budget Office, 2004; Scott-Morton, 1997). 
Furthermore, the pricing regulation created an incentive to introduce new versions of 
drugs as a way to skirt price regulation because launch prices are not regulated (Duggan 
and Scott-Morton, 2004). This led to an inefficiently high rate of incremental innovation 
for certain drugs and effectively raised spending as Medicaid programs began to pay for 
new and more expensive presentations of the same drugs (Duggan and Scott-Morton, 
2004).

Ekelund and Persson (2003) provide an example from Sweden of how regulation 
changes pricing in the pharmaceutical industry. Using the model of Lu and Comanor 
(1998), they investigate launch price strategies for innovative and me-too drugs. The 
model predicts that the profi t-maximizing strategy for me-too drugs is setting a low entry 
price that would rise over time, while the best strategy for unique drugs entails setting a 
high entry price that would fall over time. However, the Swedish government negotiates 
prices with manufacturers, who are then prohibited from raising them without govern-
ment approval. In such a regulated regime, a penetration strategy is not possible because 
fi rms cannot raise prices freely. Ekelund and Persson fi nd that launch prices are higher 
for drugs that represent more signifi cant therapeutic advances, and they fi nd that the rela-
tive launch prices are higher in the regulated market. Because regulation does not affect 
launch prices, they do fi nd evidence for skimming strategies for all drug types.

In similar vein, Danzon and Chao (2000b) argue that regulating prescription drug 
prices reduces competition. They fi nd that price competition among generic drugs is more 
robust in less regulated markets, while highly regulated markets have less generic entry 
and, in turn, higher prices for off-patent drugs. Kyle (2007) fi nds that fi rms tend to delay 
entry into markets where prices are highly regulated, which is consistent with the studies 
above, which show that price regulation reduces price competition. That price regulation 
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reduces price competition is a somewhat obvious conclusion. Price regulation, after all, 
fi xes prices or at least binds prices within some range.

So, does price regulation lower prices or does it raise prices? The answer to this depends 
on how the regulator sets prices. Price regulation will surely lead to lower prices for exist-
ing drugs, but it is not clear that regulation leads to lower prices for newer products. 
Ekelund and Persson’s (2003) fi ndings suggest that in a regulated market, the me-too drug 
sets its price higher than it would do in an unregulated market, so now the average price 
for treating the condition when two products exist is higher in the regulated market than 
it would be in the unregulated market. However, price regulation will only have a chilling 
effect on competition if prices are set upon market entry and renegotiated infrequently 
or not at all. If regulators can renegotiate prices when substitutes become available, they 
can induce price competition among fi rms.

One further concern with price regulation is that, if it depresses prices and current 
revenues, it will lead to less innovation. Pharmaceutical innovation is funded through 
both internal revenues and external venture capital, and profi t-reducing price regula-
tion can reduce access to both sources of R&D funding. Furthermore, fi rms may fi nd it 
more profi table to divert funds towards product promotion if the returns to R&D fall as 
a result of price regulation. Again, this is not necessarily a bad thing from a regulator’s 
perspective. Both innovation and low prices are valuable to public welfare, but there is a 
tradeoff between innovation and profi ts (Abbott and Vernon, 2005; Scherer, 2001). The 
goal of the regulator is to strike a balance between these two objectives.

7.3  International price variation and arbitrage
Just as there is price variation among different purchasers within the USA, there is sub-
stantial international price variation. Price variation among consumers in the USA is 
sustained by purchasers’ inability to resell the drugs that they purchase. Similar restric-
tions exist in international markets, which partly explains why average prices can differ 
so much across countries.

Measuring exactly how much prices vary is a difficult task. Danzon and Chao (2000a) 
and Danzon and Furukawa (2003) discuss some of the difficulties involved with compar-
ing prices for prescription drugs across countries and explain that many comparisons of 
prices overstate differences. But a consistent fi nding from the literature on cross-country 
pricing differences is that the USA and Japan have higher prices than other countries. 
This is generally attributed to the fact that these countries do not regulate prices and do 
not take advantage of parallel imports that arbitrage such price differences.

In general, international price variation is sustained by global patent laws that restrict 
the movement of prescription drugs across borders. The European Union (EU) repre-
sents an exception to this rule because of free movement of goods among EU states. 
Interestingly, this is in spite of patent laws that would restrict such movement. The 
resulting parallel imports of drugs allow EU governments to arbitrage the existing price 
variation. When Ganslandt and Maskus (2004) measured the effect that parallel imports 
had on prices in Sweden after its 1995 EU entry, they found that prices fell between 12 
and 19 percent for drugs that faced competition from parallel imports.

Whether the experience from Sweden generalizes to other countries is an open ques-
tion. In fact, economic theory suggests that while parallel importation could reduce prices 
in high-priced, importing countries, this effect would be mitigated if pharmaceutical 
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manufacturers raised prices in exporting countries, or credibly threatened to foreclose a 
market altogether if their reservation price was not met.13 At the same time, the exporting 
country can sometimes credibly threaten to either nullify a drug’s patent or require that 
it be licensed in country. With few exceptions, such compulsory licensing is prohibited 
by the Agreement on Trade Related Aspects of Intellectual Property Rights (TRIPs), but 
Thailand recently responded to high prescription drug prices by licensing the produc-
tion of generic versions of Plavix, a drug that treats heart disease, and HIV/AIDS drugs 
Efevirens, Kaletra and Stocrin (Fuller, 2007).14

Even when parallel trade is restricted, prices across different countries seem correlated. 
Chintagunta and Desiraju (2005) look at pricing and detailing levels for three anti-
depressants and fi nd signifi cant across-market interactions in the pricing of these drugs in 
the USA, the UK and Italy. They present anecdotal evidence that local and global units 
of pharmaceutical fi rms work together when setting prices, and explain that when fi rms 
compete in multiple markets, a global, rather than a regional, approach to pricing would 
generate the observed across-market effects.

Political pressure in key markets, such as the USA, could also explain correlation of 
prices across countries. When markets are perfectly segmented, profi t-maximizing fi rms 
with market power will set prices according to the willingness to pay in each market. 
Large disparities in prices among countries could invite legislative action in high-priced 
countries that would be unfavorable to pharmaceutical fi rms. For example, fi rms may 
feel that if prices are too low in one country, legislators in the USA could respond by 
imposing price controls or permitting importation. When setting prices across countries, 
pharmaceutical fi rms consider the possibility of inviting such political backlash. Kremer 
(2002) explains that this is one factor that helps explain the shortage of prescription drugs 
in the developing world.

8.  Areas for future research
From our discussion in this chapter, it should be clear that the pharmaceutical industry is 
unique, and pricing in this environment merits special attention. A substantial literature 
addresses pricing in the pharmaceutical industry, but several avenues for future research 
exist. We would categorize areas for future research in three distinct areas. First, future 
research should continue to clarify the nature of the current market. Second, we believe 
that more research is needed on how to optimize the current system. Finally, given the 
dynamic nature of the regulatory and institutional environment that defi nes the phar-
maceutical industry, continued research on how these changes infl uence pricing will be 
needed as the industry continues to evolve.

Research that focuses on the actual measures of price would facilitate a better 

13 Grossman and Lai (2006) and Pecorino (2002) outline game-theoretic models of pharma-
ceutical pricing when drug importation is allowed. The key insight of these models is that drug 
imporation changes the possible payoffs for both the drug manufacturers and price-regulating 
governments. The different payoffs change behavior relative to a regime where drug importation 
is not allowed.

14 Under TRIPs, countries are permitted to manufacture a patented drug under a compulsory 
license if the drug is necessary to address a national emergency and the government cannot other-
wise obtain the drug. TRIPs does not clearly defi ne what constitutes a national emergency.
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understanding of the industry today. As Figure 23.2 illustrates, payment fl ows are any-
thing but straightforward. The payment system is made up of several different agents, 
each of which pays a unique price. Some of these prices are negotiated, but most of 
the observable prices are list prices. The multiplicity of different price measures can be 
confusing to the uninitiated. Should one consider the out-of-pocket cost that the patient 
pays, the pharmacy acquisition price, pharmacy retail price, wholesaler’s net price, AWP 
or WAC? The answer depends on the issue at heart and the segment of the market in 
question. But it is worth noting that one important price, the price that the manufacturer 
receives net of rebates, is unobserved because of the private nature of negotiations among 
drug manufacturers and various purchasers. While this situation is not necessarily unique 
to the pharmaceutical industry, in the absence of a direct measure, researchers must make 
do with the price measures available and hope that these prices are at least correlated with 
the price of interest.

In addition, much of the extant literature on pharmaceutical pricing utilizes data 
from the 1980s and early 1990s, but, as the market has changed considerably since that 
time, there is a need for research that demonstrates how and whether these changes have 
infl uenced competitive pricing dynamics in the industry. As managed care companies 
began to actively participate in the pharmaceutical market during the 1990s, pricing in 
the pharmaceutical industry evolved to the three-tiered co-payment systems we see today. 
More recently it has been affected by the widespread adoption of PBMs. Through their 
use of formularies and other negotiating tactics, PBMs injected market power into the 
buyer side of the market. While it is well known that PBMs secure signifi cant rebates, 
research that quantifi es this effect would be a welcome addition to the literature. This 
could however be a difficult task, given the confi dential nature of the rebates that PBMs 
negotiate.

Besides improving our understanding of current industry dynamics, research is needed 
on the optimal way to structure or restructure the systems and contracts that determine 
prescription drug prices. On the one hand, the growing role that PBMs perform, coupled 
with their expanded capabilities, could create confl icting incentives for the clients they 
represent. On the patient-insurer front, misalignment of incentives also is present because 
the structure of pharmacy benefi ts has clear implications for patients’ drug utilization. 
These structures are often overly simplistic; for example patients usually face the same 
co-payment structure regardless of therapeutic category or can fi ll 90-day scripts through 
mail pharmacy for both chronic and episodic conditions (e.g. hay fever). We expect that 
much of this line of research may necessarily be theoretical, although we believe that 
researchers should also seek out the rare natural or controlled experiments because of 
their power to aid decision-making.

Finally, the political and therefore regulatory context in which the industry functions 
is constantly evolving. The introduction of Medicare prescription drug benefi ts for the 
elderly will have a substantive impact on industry dynamics and this will undoubtedly 
be a ripe area for research. The anticipated public release of average manufacturer prices 
(AMP) is likely to increase transparency in the marketplace, which will probably impact 
competitive dynamics although the direction of that impact appears ambiguous (CBO, 
2008). Even the change in political party controlling the US government’s policy is likely 
to impact the type and likelihood of price regulation. All these changes will provide 
 plentiful opportunities for relevant policy research.
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Outside of the USA, several interesting questions are left unanswered. Compulsory 
licensing and the free trade of prescription drugs across borders signifi cantly changes how 
pharmaceutical fi rms think about patents and will change the way they set prices across 
countries. Pharmaceutical fi rms charge different prices for the same drug in different 
countries, but it is not clear that these prices are completely uncorrelated. A small amount 
of research investigates the correlation of prices across markets, but this is an area that is 
open for continued research and will become more important if changes in international 
agreements infl uence how patents operate internationally.

Aside from the ever-shifting regulatory pressures, advances in the science that drives 
the industry will affect pricing dynamics in the industry and indirectly fuel regulatory 
interest. Many newer pharmaceutical and biological products target very specifi c popula-
tions, and the introduction of these highly specialized drugs could place upward pressure 
on prices. The increased use of biologics may also alter the generic industry dynamics 
because these complex compounds are difficult to replicate cheaply and consistently.

As noted in the introduction, spending on prescription drugs constitutes an increas-
ingly important share of spending on both the personal and national level. Together with 
the fact that prescription drugs infl uence a consumer’s well-being like few other products, 
it is self-evident that a clear understanding of pricing in this industry is important, but 
research in this area may have a broader appeal. Perhaps because the pharmaceutical 
industry is regulated on many fronts, many of the transactions are closely recorded, 
providing a wealth of data that researchers can use to investigate consumer behaviors 
such as responses to marketing or decision-making when product attributes are not well 
known. We leave it to the authors of other chapters in this book to identify some of the 
important areas for such research.
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24  Pricing for nonprofi t organizations
Yong Liu and Charles B. Weinberg*

Abstract
Pricing decisions are particularly challenging for nonprofi t organizations. They have a social 
rather than a for-profi t objective function, they must obey a legal restriction not to distribute 
possible fi nancial surpluses to those who control the organization’s assets, and they have the 
opportunity to receive donations. While historically nonprofi ts have not developed their pricing 
capabilities as fully as they might have, pricing is becoming increasingly important, especially 
as many nonprofi t organizations face declining support from government and are unable to 
increase private giving signifi cantly. The goal of this chapter is to discuss pricing practice and 
pricing research in the nonprofi t sector. We demonstrate how theoretical models of pricing 
strategies for nonprofi ts are different from those of for-profi t businesses. Moreover, although 
only limited empirical data on nonprofi t pricing are available, the data we do have suggest 
that nonprofi ts charge different (and usually lower) prices than similarly situated businesses. 
We survey the literature of nonprofi t pricing to discuss important theoretical and empirical 
fi ndings, and highlight the unique characteristics of nonprofi ts and the various modeling issues 
they generate for pricing research. We also discuss unresolved problems and potential research 
opportunities in nonprofi t pricing.

Overview of nonprofi t organizations and pricing behavior
Nonprofi t organizations are precluded from distributing possible fi nancial surplus to 
those who control the use of organizational assets (Hansmann, 1980). Such restric-
tions are imposed by external regulation or their own governance structure (Steinberg, 
2006). As a whole, nonprofi ts are referred to as the third sector of the economy, next to 
private for-profi t fi rms and the governments. While the existence of nonprofi ts varies 
widely across industries, the markets where nonprofi ts are the most active include arts 
and culture, education, health, human services, public and societal benefi t (Boris and 
Steuerle, 2006). In some industries, nonprofi ts are a major provider of services. For 
example, Salamon and Anheier (1998) report that nonprofi ts account for 51 percent of 
all US hospitals.

In the USA, there were more than 1.6 million registered nonprofi ts in 1998 (Boris and 
Steuerle, 2006). Their numbers have been growing at a steady rate of about 25 000 new 
nonprofi ts annually. Figure 24.1, which is based on data from Hall and Burke (2006), 
illustrates this trend.

Not only are nonprofi ts involved in some of the most important sectors of modern 
life; they also account for an increasingly large share of economic activities. Nonprofi ts 
produce one-fi fth of research and development (Lakdawalla and Philipson, 2006) and, in 
2001, employed 11.7 million individuals, which represents 8.5 percent of total US civilian 
employment (Leete, 2006).

* The fi nancial support of the Social Sciences and Humanities Research Council of Canada is 
gratefully acknowledged.
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Characteristics of nonprofi ts
Nonprofi ts differ from for-profi t fi rms in several important ways. It is these distinctive 
features that have made the existence and behavior of nonprofi ts an important phenom-
enon for researchers, public policy makers and managers. In anticipation of the pricing 
focus in this chapter, we discuss four fundamental features of nonprofi ts that have impor-
tant implications for their pricing strategies: the objective functions; the nondistribution 
constraint; being able to seek grants and donations; and increased reliance on marketing 
tools to survive and grow.

Different from for-profi t fi rms, nonprofi ts tend to pursue socially benefi cial causes that 
are not profi t-oriented. This is a crucial justifi cation for why certain nonprofi ts are tax-
exempted and their donors can receive tax breaks for their contributions. While profi t 
maximization is typically assumed for for-profi t fi rms and plays a signifi cant role in their 
pricing behavior, the nonprofi t objective functions are more complex. The literature 
provides some theoretical guidance on this issue. As summarized by Steinberg (1986), 
possible nonprofi t objective functions include the maximization of output (or service), 
budget, prestige, quality and employee income, or a combination of these.

Which of these objectives are observed most frequently is an empirical question. 
Focusing on service versus budget maximization, Steinberg (1986) tests this family of 
nonprofi t objective functions for about 2200 nonprofi t organizations:

 Max U 5 lS 1 (1 2 l )B (24.1)

Among other things, a large budget brings greater power and higher prestige for the 
organization (and its managers). In the equation, S is service spending in the amount of 

400

600

800

1000

1200

1400

1970 1975 1980 1985 1990 1995 2000
Year

T
ot

al
 N

P
O

s 
(0

00
$)

Source: Hall and Burke (2006).

Figure 24.1  Growth of nonprofi t organizations (1973–96)
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x 1 D(r) 2 r, where x is the exogenous resources endowed to the nonprofi t organization, 
r is the fundraising expenditure, and D(r) is the donation or fundraising response func-
tion. B is the total budget composed of endowment and funds raised: B 5 x 1 D(r) . As a 
result, l 5 0 indicates budget maximization and l 5 1 indicates service maximization.

The fi rst-order condition of equation (24.1) is dD/dr 5 l; thus the marginal rate of 
donation with regard to fundraising expense can be used as the instrument to test whether 
the nonprofi ts are service maximizers or budget maximizers. Steinberg shows that public 
welfare, education and arts nonprofi ts are service maximizers, and health fi rms are budget 
maximizers. In a later study, Brooks (2005) replicated the main fi nding that most non-
profi ts are service maximizers with more recent data from 190 000 nonprofi ts.

Note that in these studies, fi nancial revenue comes from two sources: donation (which 
is costly for the nonprofi ts to solicit) and exogenous income. The decision variable for the 
nonprofi ts is the level of fundraising expenses. Price is not an issue since sales of goods 
are not considered. For many nonprofi ts, one may argue that fundraising decisions may 
not be the driving force of organizational behavior. Instead, the decision about pricing, 
as well as what kinds of products or service to provide (e.g. variety and quality) and dis-
tribution decisions, can be more fundamental than fundraising. To differentiate the types 
of models discussed in Steinberg and Brooks from the pricing models we discuss later in 
the chapter, we shall term them ‘fundraising models’.

In other studies, Jacobs and Wilder (1984) fi nd that the pricing patterns of the Red 
Cross’s blood service units are consistent with output maximization (subject to a break-
even constraint). Gapinski (1984) fi nds that the Royal Shakespeare Company, a non-
profi t performing arts organization in the UK, produced more output and set lower 
prices than would a profi t maximizer. Evidence for service or output maximization can 
also be found in studies such as Rose-Ackerman (1987), Liu and Weinberg (2004) and 
Weinberg (1980).

In typical models of profi t maximization, optimality is obtained at an output level 
where marginal revenue equals marginal cost. It is useful to illustrate how the considera-
tion of output in an organization’s utility function might change this principle. Similar 
to the model of Lakdawalla and Philipson (2006) for an arbitrary organization, we can 
assume that profi t maximization and output maximization are the two relevant factors 
in its objective function:

 Max U 5 f (q, p(q) )  (24.2)

where q is nonprofi t output, p is profi t in the amount of p(q) 5 p(q)q 2 c(q) , p(q)  is 
the inverse demand function, and c(q)  is cost. The fi rst-order condition is fq 1 fppq 5 0; 
fq and fp refl ect the priorities of the organization ( fq $ 0, fp $ 0); fq 5 0 indicates a 
typical for-profi t and fp 5 0 indicates a nonprofi t that is concerned with output.

Substituting the derivatives in the fi rst-order condition, we have pqq 1 p 5 cq 2 fq/fp. 
That is, the organization’s preference for quantity (q) reduces the value on the right-
hand side of the equality, making it possible to sell greater quantity at reduced marginal 
revenue. Lakdawalla and Philipson (2006) call this the ‘effective’ marginal cost. In the 
case of a profi t maximizer ( fq 5 0), the equality restores to the traditional outcome that 
marginal revenue equals marginal cost.

The nondistribution constraint is another fundamental characteristic of nonprofi ts 
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(Hansmann, 1980). Because of this constraint, nonprofi ts cannot use their revenue to 
compensate board members, trustees, or other owners beyond an economic salary. This 
implies that a nonprofi t has to use all its resources for purposes compatible with its non-
fi nancial objectives. Financial surplus, if any, is ‘either retained (as endowment, reserves, 
or temporarily restricted funds), reinvested (in organizational expansion or the provision 
of charitable services), or given to other nonprofi t organizations (as grants)’ (Steinberg, 
2006, p. 118). In the literature, nondistribution of surplus is typically modeled as a zero-
profi t constraint on nonprofi t behavior (e.g. James, 1983; Schiff and Weisbrod, 1993; 
Rose-Ackerman, 1987). The following specifi cation is representative of the nondistribu-
tion constraint:

 pq 1 D(q, r) 2 r 2 c(q) 5 0 (24.3)

where p is the price of goods or service per unit, q is the quantity of goods or services 
provided, and c(q)  is the cost function for quantity q. Note that the donation amount 
received is assumed to be dependent upon both the fundraising expense (r) and the 
quantity q (Schiff and Weisbrod, 1993; Rose-Ackerman, 1987), implying that potential 
donors care about the effectiveness of the nonprofi t in providing mission-related products 
or service.

As suggested in the discussion of nonprofi t objective functions and the nondistribu-
tion constraint, nonprofi ts differ from for-profi ts in that their socially benefi cial nature 
enables them to seek support from donors and government agencies. A useful way of 
looking at how most nonprofi ts function is to view the customers of nonprofi ts as belong-
ing to two different groups – donors and product or service users. (In addition, nonprofi ts 
also market to volunteers who provide time and talent to the organization.) Nonprofi ts 
try to appeal to both customer groups at the same time. The two groups are related to 
each other through the donors’ concern about how well the nonprofi ts serve the users. A 
general literature in economics has started to address such ‘two-sided’ markets (Rochet 
and Tirole, 2004; Evans and Schmalensee, 2005). Even for fi rms maximizing profi ts, the 
two-sided market structure may lead to unusual pricing behavior. For instance, Evans 
and Schmalensee (2005) suggest that fi rms with two customer groups may fi nd it profi t 
maximizing to charge prices for one customer group that are below marginal cost or even 
negative, an argument that has direct implications for the nonprofi t sector.

The implication of donations for pricing behavior of nonprofi ts is mainly through the 
nondistribution constraint. Everything else being equal, a nonprofi t should be able to 
lower the price of its products or services if it receives donations to offset overall expenses. 
Nevertheless, this is contingent upon the fundraising response function – nonprofi ts are 
only willing to solicit donations up to the point where fundraising expense no longer helps 
improve their objective function.1

1 Nonprofi t organizations, in practice, often spend less than the optimal amount as indicated by 
a marginal analysis: some rating agencies only give approval ratings to nonprofi t organizations for 
which fundraising (or total administration costs) is below a certain percentage of funds raised (or 
total spending). For example, the Better Business Bureau’s Wise Giving Alliance gives its approval 
only to organizations for which the ratio of fundraising expenses to funds raised is less than 35 
percent. See www.give.org for further details.
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Finally, an important characteristic in the nonprofi t sector is that many nonprofi ts face 
declining support from government and are unable to increase private giving signifi cantly 
(Schiff and Weisbrod, 1993, Simon et al., 2006). As a result, nonprofi ts are increasingly 
turning to commercial activities by selling products or service for revenue in order to 
maintain their non-defi cit status (Dees, 1998; Dart and Zimmerman, 2000). In fact, 
revenue from sales is the dominant source of income for nonprofi ts in many large subsec-
tors (Brown and Slivinski, 2006). The Urban Institute and the NCCS/GuideStar National 
Nonprofi t Database report that in 2000, arts and culture organizations derived 29 percent 
of their revenue from fees for goods and services. This percentage is 49 percent for human 
services, 47 percent for education, 22 percent for environment groups, 21 percent for 
public and societal benefi t organizations, 85 percent for health care, and 27 percent for 
religious groups (Boris and Steuerle, 2006). These revenues include both primary prod-
ucts and other activities that support the primary mission of the organization.

Both James (1983) and Schiff and Weisbrod (1993) examine how nonprofi ts make 
tradeoffs between products or services that are of different values to the organization. In 
their models, the nonprofi ts derive positive utility from one product or service but nega-
tive utility from another. These are termed ‘exempt output’ versus ‘commercial good’ 
by Schiff and Weisbrod (1993), and ‘core mission activities’ versus ‘ancillary services’ by 
Oster et al. (2003). The basic economic principle is that the nonprofi t sells commercial 
goods in order to subsidize activities that produce exempt output. For example, zoos and 
museums use the revenue from gift shops to subsidize exhibitions and collections, which 
are also supported by admission revenue. As another example, many universities and col-
leges use the revenue from bookstores and cafeteria to support academic activities. This 
type of product line decisions can be difficult for nonprofi ts since it involves pursuing 
commercial activities that may be counter to their preference (see Krug and Weinberg, 
2004 for a portfolio model approach to help nonprofi ts manage such product line issues). 
Furthermore, the existence of donors and their concern about non-mission-related activi-
ties make such decisions more crucial.

To provide a clear context for the pricing issues in this chapter, we follow Schiff and 
Weisbrod (1993) and Oster et al. (2003) to distinguish mission-related products or service 
from non-mission-related ones. To accommodate discussion and in anticipation of the 
later analyses of nonprofi ts competing with for-profi ts, we shall terms these ‘nonprofi t 
outputs’ versus ‘commercial outputs’. Although pricing can be relevant for both outputs, 
our focus will be on the pricing strategy for the nonprofi t output. As a result, our dis-
cussion will be closer to the model of James (1983) than to that of Schiff and Weisbrod 
(1993). In practice, prices for these nonprofi t outputs can be the (subscription or single-
ticket) admission price charged by nonprofi t arts organizations, the annual membership 
fee for museums, the tuition fees for colleges and universities, the hourly rate for non-
profi t daycare centers, or the charges for many hospital services.

Nonprofi t pricing practice
As an extremely diversifi ed economic sector, nonprofi ts differ considerably in the ways 
they distribute products or services to target customers. As we discussed earlier, many 
nonprofi ts have found it necessary to charge at least some fee for their nonprofi t output. 
It is important to note that to many people, pricing conveys a commercial interest or 
intent. Pricing behavior is often perceived to be counter to a nonprofi t’s objective. It is 
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thus not surprising that the nonprofi t sector overall is not experienced with pricing prac-
tice. For example, McCready (1988) points out that there is only a sparse literature on 
the issue of pricing for nonprofi ts. Rentschler et al. (2007), in the context of museums, 
notes that the use of pricing as an element of the marketing mix seems to be particularly 
problematic.

Nevertheless, Oster et al. (2003) suggest several situations that are conducive to pricing 
by nonprofi ts. Charging prices is suitable when demand is relatively inelastic, when col-
lecting fees is practical, and when such fees do not violate organizational norms. They 
also provide several rationales as to why pricing may have several positive effects on the 
nonprofi t organization in addition to providing fi nancial revenue. For instance, charging 
a fee helps reduce service bottlenecks and congestion, can motivate staff and client behav-
ior, and can yield positive behavioral effects on the clients. When charging a price, non-
profi ts need to consider how to serve those who cannot afford to pay at all. One approach 
is to make the service available for free or at minimal cost to some (as universities do 
with fi nancial aid) or to have free events, programs, or services. Consider, for example, 
the offering of free events by arts organizations; many museums offer one night a week 
in which admission is free. This is possible due to two effects. First, the price charged on 
regular days enhances the nonprofi t’s ability to offer free service on other days. Second, 
the value of a free day may be perceived to be higher by some customers when the service 
is not free on other days.

When a price is not charged, other methods must sometimes be used to achieve some 
of the positive effects of pricing. For example, Steinberg and Weisbrod (1998) suggest 
that nonprofi ts are more likely than businesses to use waiting lists (rather than pricing) 
to allocate demand when capacity is inadequate to meet demand.

Pricing strategies adopted by nonprofi t organizations can be broadly classifi ed into two 
categories. The fi rst involves simple rules of thumb, which are mostly passive reactions to 
either cost or demand factors. Some nonprofi ts charge users a price that is based on costs. 
The price may equal the marginal cost of providing the product or service, leaving aside 
all fi xed costs to be covered by foundation funding, government subsidies and develop-
ment funds (Oster et al., 2003). Alternatively it may include part or all of the fi xed costs. 
A good example of cost-based pricing is the Red Cross Blood Bank that charges all users 
a processing fee based on the ‘irreducible cost of recruiting, processing, collecting, and 
distributing the blood to the hospital’ (Weinberg, 1984, p. 264). Others nonprofi ts may 
use fair pricing; that is, they simply charge whatever price other organizations provid-
ing similar products or services are charging. For example, McCready (1988), through 
a survey of social service providers, fi nds that some children’s centers serving particular 
consumers (e.g. special needs children) charge fees comparable to those offered by other 
nearby centers dealing with a non-special need clientele. Other nonprofi t agencies act ‘as 
a substitute for publicly-provided services (e.g., transportation) but service a particular 
clientele (the disabled)’ at the same price as the public transit system. Finally, some non-
profi ts such as museums have adopted the practice of ‘pay what you can, but pay some-
thing’. In such cases, museums have found that suggesting the typical voluntary entrance 
fee has a signifi cant effect on the average amount that visitors voluntarily pay.

The second category of nonprofi t pricing practice involves more complex pricing deci-
sions and, in many cases, explicit price discrimination. For example, many nonprofi t 
daycare centers use a sliding scale that ties the rate a family has to pay to its annual 



518  Handbook of pricing research in marketing

income level. Another example is the use of a two-part tariff (Bilodeau and Steinberg, 
1999), which requires a joint pricing decision on both the fi xed fee and the per-usage 
charge. Public universities typically charge different amounts for in-state and out-of-state 
residents; both public and private universities use a complex system of scholarships, loans 
and work-study programs to attract a mix of students with differing abilities and willing-
ness to pay for a university education.

While dealing with complex pricing issues is new to many nonprofi ts, others fi rst 
started grappling with such issues many years ago. Consider San Francisco’s American 
Conservatory Theater (ACT); founded in 1965, it is one of the most prominent reper-
tory theater companies in the USA. Its ‘current performance, education, and outreach 
programs annually reach more than 250,000 people in the San Francisco Bay Area’, and 
‘the company continues to produce challenging theater in the rich context of symposia, 
audience discussions, and community interaction’.2 During a critical stage of its develop-
ment in the early 1970s, the management decided to conduct a major research study to 
help in its strategic planning. One of the pricing issues involved was that the management 
was unsure whether or not to drop the subscription discount of seven tickets for the price 
of six. On the one hand, it is critical to maintain a sizable subscriber base to keep a steady 
fl ow of revenue and a satisfying audience size. On the other hand, the audience seemed to 
be upscale and had been renewing subscriptions at a fairly high rate. As a result, careful 
considerations of both users and organizational objectives were critical in making a deci-
sion about the price discount. The research study surveyed approximately 9000 season 
subscribers, and found that the discount itself was not a major factor in subscription deci-
sions. As a result, ACT dropped the discount from its pricing scheme, starting with the 
1976–77 season. Neither the percentages of subscriptions renewed nor the total subscrip-
tion revenue in subsequent years were negatively affected by this change. While many 
theater companies need to offer a discount in order to acquire and retain subscribers, a 
combination of market research and market testing can lead to better understanding of 
the demand function and more informed pricing decisions.

Literature and basic nonprofi t pricing models
Although pricing is now used more often by nonprofi ts, and brings in valuable revenue to 
keep them operating, there has been very limited research on pricing issues in this sector. 
Much of the published research is either conceptual or industry specifi c (mostly focus-
ing on the health care market). Other studies, despite including price as a factor in the 
model, abstract from the pricing issue by assuming exogenous price levels (e.g. Schiff and 
Weisbrod, 1993). The following studies, mostly situated in a monopoly setting, illustrate 
several basic properties of nonprofi t pricing models.

In an early work modeling nonprofi t behavior, James (1983) considers the service mix 
decision together with pricing, formally showing that the nonprofi ts’ involvement in 
non-mission-related (revenue-generating) activities is not necessarily an indication of the 
pursuit of commercial interests.

2 Information and quotes were obtained from the ACT website http://act-sf.org/index.cfm?s_
id=&pid=abt_act, 5 June 2007. Other information about this study was obtained from Ryans and 
Weinberg (1978).
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To bridge the gap between nonprofi t optimization and neoclassical profi t maximiza-
tion, Lakdawalla and Philipson (2006) proposed a monopoly model for an arbitrary 
organization that includes profi t maximization and quantity maximization in the objec-
tive function. As we discussed earlier, their basic theory is that the nonprofi t’s altruism 
would enable it to have a lower ‘effective’ marginal cost and thus provide greater output 
than a comparable for-profi t.3 To derive this result, the nondistribution constraint is not 
necessary.

McCready (1988) investigates the applicability of Ramsey pricing to social service 
organizations. In contrast to profi t-maximizing pricing practice, Ramsey pricing gener-
ates zero-profi t prices that are Pareto optimal and leads to greater demand for the non-
profi t output. However, McCready did not fi nd evidence of such pricing practice in the 
Ontario, Canada sample of social service agencies that he studies.

Ansari et al. (1996) focus on the issue of service bundling, which includes both how 
many items to bundle and what prices to charge for different bundles. Besides fi nding 
that usage-maximizing nonprofi ts charge a lower price and hold more events to attract 
customers, they point to the critical role of fi xed cost in nonprofi ts’ pricing decisions. This 
is distinctive from for-profi t optimizations, in which fi xed cost matters only for entry/exit 
decisions but not pricing.

Steinberg and Weisbrod (2005) model nonprofi t pricing based on the assumption that 
nonprofi ts care about the amount and distribution of consumer surplus. They show that 
price discrimination often arises in equilibrium. Weinberg (1984) provides a more com-
prehensive model of nonprofi t pricing decisions. He includes three decision variables for a 
nonprofi t monopolist: price, marketing expenditure to users, and marketing expenditure 
to donors. Marketing expenditure to users can be interpreted as, for instance, the promo-
tional expenditure or the cost of product quality.

Below we use Weinberg (1984)’s main model and results to illustrate the basic prop-
erties of nonprofi t pricing. Similar to that of for-profi ts, both price ( p) and marketing 
expenditure (v) infl uence the demand for nonprofi t output. A general nonprofi t pricing 
model can be specifi ed as follows:

 Max q 5 f (p, v)  (24.4)

 subject to pf(p, v) 1 D(q, r) 2 r 2 c(q) 2 v 2 F 5 0

where f (p, v)  is the demand function at price p and marketing expenditure v. As in 
equations (24.2) and (24.3), q is the corresponding quantity, c(q)  is the cost function, 
D(q, r)  is the donation response to quantity q and fundraising expense r. F is the fi xed 
cost of running the nonprofi t organization. As compared to the typical for-profi t pricing 
situation in which marginal cost is the most important factor and fi xed cost F does not 
infl uence the optimal price levels, F is relevant to nonprofi t pricing. This occurs due to 
the inclusion of F in the non-defi cit constraint as shown in equation (24.4). Moreover, in 
contrast to the fundraising models discussed earlier, equation (24.4) highlights the need 

3 Rose-Ackerman (1996) provides a more general discussion about how altruism infl uences 
nonprofi t behavior.
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by nonprofi ts to obtain sales revenue to support their mission. The donation function 
is dependent upon both the level of fundraising effort and the number of users of the 
service.

A for-profi t, in contrast, has the typical objective function of profi t maximiza-
tion, Max p 5 pq 2 c(q) 2 v, where q 5 f (p, v) . Solving the constrained optimization 
problem for the nonprofi ts involves fi nding the values of p*, v* and r* that jointly maxi-
mize f (p,v) . The for-profi t’s optimization involves solving the typical fi rst-order condi-
tions 'p/'v 5 0 and 'p/'p 5 0. Particular formats can be specifi ed for the functions in 
equation (24.4) so that closed-form optimal solutions can be derived.

For the demand and fundraising response functions, Weinberg (1984) adopts the 
power function that is used frequently in empirical research. It becomes the popular 
double-log function through log transformations. The cost function is assumed linear 
with marginal cost c:

 q 5 f (p, v) 5 a0p
2a1va2

 D(q, r) 5 b0q
b1rb2 (24.5)

 c(q) 5 cq

where a1, a2, b1, b2 > 0. To illustrate the nature of these results and to make concrete the 
comparison between the nonprofi t and the for-profi t sectors, Weinberg further assumes 
that a1 1 a2 5 2 and 2b1 1 b2 5 1. An important benefi t of these assumptions is that 
analytical solutions can be obtained to illustrate how optimal pricing decisions (together 
with other decisions such as marketing expense) are determined by the relevant factors.4

The optimal price for the for-profi t is straightforward: p*f 5 ca1/ (a1 2 1). Closed-
form solutions for the nonprofi t are in more extensive format. For example, the 
optimal nonprofi t price is p*n 5 (k 2 "k2 2 4cFk2 ) /2F , where k 5 k2 2 k1 1 k3, 
k1 5 (a0a2/a1 ) 1/(12a2), k2 5 (a1k1 ) /a2, and k3 5 [2b1 (b0b2 ) 1/2b1"k2 ] /b2. If there is no 
fi xed cost (F 5 0), then p*

n 5 ck2/ (k2 2 k1 ) . Weinberg (1984) uses various numerical 
examples to illustrate the patterns of these analytical solutions. Table 24.1 provides some 
of these examples to highlight the key features of the nonprofi t price model.

First, nonprofi t optimal price is lower than that of the for-profi t, and the difference 
increases as the donation is more responsive to fundraising effort and the levels of non-
profi t output. Consistent with the pricing models discussed earlier, the optimal nonprofi t 
output is greater than that of the for-profi t.

Second, fi xed cost matters for the nonprofi t pricing decision. Many discussions and 
debates concerning nonprofi t management focus on the issues of efficiency and inno-
vativeness. Fixed cost is one of the major factors that have direct implication for these 
issues. As shown here, and as we discuss further below, nonprofi ts are more directly infl u-
enced by fi xed cost than are for-profi ts, and thus it is likely that they are more constrained 
in the ability to utilize newer technology than comparable for-profi ts.

4 In practice, the estimation of demand functions may lead to parameter values that do not lead 
to closed-form solutions. In such cases, numerical methods can be used.

u
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Third, the nonprofi t may spend more on marketing expenditures than a similarly situ-
ated for-profi t would. This has direct implications for nonprofi ts’ marketing management 
practice. It has been the tradition that nonprofi ts do not rely as much on commercial 
techniques such as advertising as for-profi ts do (or perhaps they just use donated adver-
tising space by policy, as is the case with the Red Cross). However, this result indicates 
they may actually benefi t from adopting these techniques, using them even more than 
comparable for-profi ts do. If marketing expense is interpreted as the cost of product 
quality, the model here provides analytical guidance for the empirical research that tests 
how the quality levels differ between for-profi ts and nonprofi ts in specifi c markets (Chou, 
2002; Luksetich et al., 2000; Schlesinger, 1998; Krashinsky, 1998).

Weinberg’s result lends support to the fi nding that, at least in some markets, the 
quality of the nonprofi t’s output can be higher than that of a comparable for-profi t. 
More importantly, this result is derived from a perspective that is very different from the 
typical ‘contract failure’ rationale behind the quality differential between nonprofi ts and 
for-profi ts. Contract failure refers to the information asymmetry between the seller and 
buyer. As Hansmann (1987, p. 29) states, in situations where it is difficult for consumers 
to evaluate the true quality of a product or service,

a for-profi t fi rm has both the incentive and the opportunity to take advantage of customers by 
providing less service to them than was promised or paid for. A nonprofi t fi rm, in contrast, offers 
consumers the advantage that, owing to the nondistribution constraint, those who control the 
organization are constrained in their ability to benefi t personally from providing low-quality 
services and thus have less incentive to take advantage of customers than do managers of a 
for-profi t fi rm.

Lastly, while charging a price to help increase operating revenue, the nonprofi t may 
have negative profi t from users for some products due to donations and cross subsidiza-
tion (e.g. James, 1983). Interestingly, a more responsive donation function can potentially 
benefi t the nonprofi t in all operational aspects – a lower price, more people served and 
greater marketing (e.g. quality) expenditures. Further empirical testing of these results 
would be highly instructive.

Table 24.1  Optimal decisions by nonprofi t versus for-profi t monopolist

Organi-
zation 
type

Fixed cost 
(F)

Donation 
response 

(b0)

Price 
(p*)

Output 
(q*)

Marketing 
expense 
to users 

(v*)

Market 
expense 

to donors 
(r*)

Profi t from 
users

Nonprofi t 0 10 1.25 25 327 7 915 378 21 512
50 0.90 48 838 10 984 3 922 215 687

5 000 10 1.72 13 402 5 763 275 21 101
50 1.02 38 062 9 705 3 466 213 862

For-profi t 0 – 2.67 5 574 3 720 – 5 581
5 000 – 2.67 5 574 3 720 – 581

Source: Weinberg (1984), p. 268. Other parameter values: a0 5 1000, a1 5 1.6, a2 5 0.4, b1 5 0.4, b2 5 0.2, 
c 5 1.0. Minor discrepancies are due to rounding errors.
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We now present an example of how pricing can be set in a nonprofi t organization 
(Weinberg, 1990). The major elements in this case involve the estimation of the demand 
function and the choice of a nonprofi t objective. The organization (name, location and 
other details are disguised) is the Korona Community Center (KCC), located in the 
Midwestern USA. The pricing issue for the KCC is to decide the admission price for its 
Levy Auditorium, where various performing arts events are held, jointly with the appro-
priate advertising budget levels. The KCC needs to pay $4 per seat sold to the performing 
art group and an additional $6 per seat to cover other operational expenses. It is also 
responsible for local advertising to promote the performing art groups and the events. 
To focus on the pricing issues, we do not consider the opportunity of fundraising for this 
specifi c event or the fi xed cost of producing it. An extensive operational record kept by the 
KCC included tickets sold, price and advertising budget information for various events. 
Using these data, the demand function for the KCC is estimated to be

 TICKETS 5 5014PRICE21.54ADV0.35

The optimal marketing mix of price and advertising depends on the objective func-
tion. Here we consider two objectives – the maximization of attendance (i.e. tickets sold, 
subject to the non-defi cit constraint) and the maximization of profi t (i.e. the for-profi t 
case). The number of tickets sold is maximized approximately at a price of $13 and an 
advertising budget of $6130. These will generate a demand of 2040 tickets sold and KCC 
will be able to break even (approximately). On the other hand, if the organization behaves 
like a for-profi t, the optimal price should be set at about $28.50 and advertising spending 
should be $3600. This strategy should sell about 500 tickets for a profi t of approximately 
$5800. While setting a lower price (than the for-profi t) to increase attendance, KCC 
should also spend more on advertising to attract an audience for this event.

Besides illustrating the price-setting process for nonprofi ts, the KCC example suggests 
the importance of data in enhancing the efficiency of organizational decision-making. 
Similar to the situation of for-profi t fi rms where data collection, storage and comput-
ing technologies have enabled the accumulation of large amounts of consumer data, the 
value of such data to the nonprofi ts should not be overlooked. While many nonprofi ts 
have retained extensive data on their fundraising activities, relatively few have substantial 
databases with which to analyze market demand.

Competition and nonprofi t pricing
The monopoly models discussed in the previous section illustrate the distinctive features 
of nonprofi t pricing, such as objective functions, nondistribution constraint, donations, 
and the joint decisions of pricing, fundraising and marketing expenses. In this section, we 
turn to competitive situations that involve at least one nonprofi t. An important reason to 
account for competition in nonprofi t pricing is the reality that most nonprofi ts operate 
in a competitive environment. In many markets, nonprofi ts not only compete with other 
nonprofi ts for revenue and donation; they also compete with for-profi ts that sell similar 
products or services. The trend of decreasing public funding and relatively stable private 
contributions makes such competition only more critical for the nonprofi ts (e.g. Rose-
Ackerman, 1990).

The markets where nonprofi ts and for-profi ts coexist are many. They include, for 
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example, health care, education, child daycare, family counseling and performing arts. 
In these ‘mixed’ markets, what drives the pricing behavior of nonprofi ts has important 
managerial and public policy implications, since most nonprofi ts receive tax and other 
regulatory advantages that are not available to for-profi ts. These advantages can be the 
exemption from corporate income tax, reductions or elimination of state and local prop-
erty taxes, and a lower postal rate.

Analytical work addressing competitive issues faced by nonprofi ts is growing, but the 
literature is still in its infancy. As mentioned before, most nonprofi t models focus on the 
fundraising issues and, if price is involved, an exogenous price is typically assumed (e.g. 
Schiff and Weisbrod, 1993). Given the trend of nonprofi ts seeking more revenue from 
sales of products and services, pricing and price competition appear to be particularly 
promising issues for modeling.

We focus on a duopoly market to address two different types of price competition – a 
nonprofi t competing with another nonprofi t, and a nonprofi t competing with a for-profi t. 
We follow the modeling framework of Liu and Weinberg (2004), who examine the degree 
to which a for-profi t’s competitive disadvantage, if any, can be attributed to the favorable 
policy and regulatory treatments received by the competing nonprofi t. In contrast, in this 
chapter we will highlight the pricing principles of the nonprofi t in competitive situations 
and market structure issues such as entry and exit.

We discuss the following issues of nonprofi t pricing in a competitive environment: (1) 
nonprofi t price reaction functions; (2) Stackelberg price leadership; (3) the roles of fi xed 
cost and entry/exit in a mixed market where nonprofi ts and for-profi ts compete on price; 
and (4) price levels in various markets that have implications for empirical research. The 
fi rst three issues are addressed in a mixed duopoly market served by a nonprofi t and a 
competing for-profi t. The fourth issue involves such mixed markets and also the markets 
where the duopoly competitors are both nonprofi ts. Since our focus is on pricing issues, 
the price competition models discussed here differ signifi cantly from the literature on 
the public or government organizations (e.g. Beato and Mas-Colell, 1984; Cremer et al., 
1989). Many models there are Cournot games based on quantity competition, and pricing 
plays a much more passive role.

We keep the previous assumption that the nonprofi ts’ objective function is the maximi-
zation of output, and to focus on pricing decisions, we abstract from the donation and the 
marketing expenditure problems.5 However, we model product differentiation following 
the well-known approach used, for example, by Shubik and Levitan (1980) and Raju et 
al. (1995). (See equation 24.6 below.) Modeling heterogeneous products is particularly 
useful for a mixed market where nonprofi ts and for-profi ts coexist. Rose-Ackerman 
(1996) suggests that due to their different priorities and managerial preferences, for-
profi ts and nonprofi ts may choose to serve different market segments with differentiated 
products or services.

Product differentiation can be captured with an (exogenous) parameter in the demand 
model

5 Liu and Weinberg (2004) discuss the robustness of the duopoly model to these assumptions. 
They show that the structure of the competitive model and its main results do not change for a wide 
range of nonprofi t objective functions and donation response functions.
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 qi 5
1
2

[1 2 pi 1 u (pj 2 pi ) ] (24.6)

where qi is the demand for fi rm i’s product at price pi, and u is the degree of product differ-
entiation (u > 0). A higher u implies more similar products and thus greater competition. 
Using the subscript f to indicate a for-profi t fi rm, the subscript n to indicate a nonprofi t, 
and retaining the cost factors from the nonprofi t monopoly model, the optimization 
problems for the nonprofi t and the for-profi t can be specifi ed as follows.

The nonprofi t optimization problem is

 Max qn 5
1
2

[1 2 pn 1 u (pf 2 pn ) ] (24.7)

 subject to pqn 2 cqn 2 F 5 0

The for-profi t optimization problem is

 Max pf 5 pfqf 2 cqf 2 F  (24.8)

Price is the decision variable for both competitors.

Nonprofi t price reaction in the duopoly model
Liu and Weinberg (2004) show that this demand system leads to well-behaved isoprofi t 
curves. Solving equations (24.7) and (24.8) separately yields the price reaction functions 
of the nonprofi t and the for-profi t. Figure 24.2 illustrates the unique pattern of the non-
profi t’s price reaction and how it differs from that of the for-profi t.

If Firm 1 is a for-profi t, its price reaction curve will be line BC, an upward-sloping curve 
following the well-known ‘strategic complement’ pattern documented for price competi-
tion (Bulow et al., 1985; Tirole, 1988, pp. 207–8). However, if Firm 1 is a nonprofi t, its 
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reaction curve will be AB, where B is the lowest point on the zero isoprofi t curve p1 5 
0. This is the case since only the isoprofi t curve representing zero profi t is relevant to the 
nonprofi t due to the nondistribution constraint. The downward-sloping pattern of AB 
makes the nonprofi t price reaction curve distinct from that of the for-profi t. It is similar 
to the ‘strategic substitute’ pattern that has been mainly found for quantity response 
functions in theoretical models of profi t maximization.

The distinct price reaction pattern is the result of the nonprofi t maximizing output 
subject to the nondistribution constraint. Thus, in a duopoly market, if a competitor 
increases its price, the nonprofi t will lower its price to gain more customers. If the com-
petitor reduces its price in an attempt to increase demand, the nonprofi t will have to raise 
its own price. This happens since the nonprofi t is operating at the break-even level.

One implication of this fi nding is that nonprofi ts can be particularly vulnerable in com-
petitive markets if their demand models are not accurate. Consistent with the arguments 
advanced by Gallagher and Weinberg (1991), nonprofi ts typically do not have as much 
protection from the ‘risk cushion’ that for-profi ts can accumulate from earned profi ts. 
As a result, nonprofi t management may need to adopt more long-term orientations to 
build up their capability of dealing with uncertainties. From the point of view of regula-
tion and public policy, nonprofi ts may survive and grow more easily in a competitive 
environment if they are encouraged to keep sufficient retained assets as a cushion against 
unforeseen events.

Stackelberg price leadership
Stackelberg price leadership assumes that one fi rm has knowledge or foresight of its 
competitor’s reaction to its price policies. As a result, the fi rm may credibly announce 
a price in anticipation of the competitor’s reaction. In contrast to a simultaneous game 
in which both fi rms act at the same time, the Stackelberg price leader benefi ts from this 
foresight and is normally better off than in the simultaneous game. In for-profi t pricing 
models, this happens since the price leader can search the competitor’s reaction function 
to fi nd a price level that maximizes its profi t (Tirole, 1988). Not surprisingly, this price 
is usually higher than its equilibrium price in the simultaneous game. Recall that in for-
profi t competitions, the pricing pattern is usually strategic complement; thus a higher 
price by the Stackelberg leader will lead to a higher price by its competitor (Stackelberg 
follower). The consumers will then be worse off due to these higher prices. As we shall 
see, different results hold when one of the competitors is a nonprofi t.

Two questions are relevant here. First, if the for-profi t is the Stackelberg price leader, 
how will its behavior be different now that its competitor is a nonprofi t organization? 
Second, if the nonprofi t is the price leader, how may it change its behavior from the equi-
librium in the simultaneous game? Figure 24.3 summarizes Liu and Weinberg (2004)’s 
fi ndings for both questions. It includes the isoprofi t curves of the Stackelberg price leader 
(which can be either a for-profi t or a nonprofi t), and the price reaction curves of both 
competitors. Note that, as the intersection of the price reaction curves, pf

* and pn
* are the 

equilibrium prices in the simultaneous game, pf
*(pn) is the price reaction function of the 

for-profi t, and pn
*(pf) is that of the nonprofi t.

Figure 24.3(a) shows the case of for-profi t being the Stackelberg leader. As the level of 
product differentiation (captured by parameter u in the demand functions) varies, differ-
ent isoprofi t curves are in effect that, in turn, lead to different equilibrium results. Higher 
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levels of u are associated with curves such as pf
1 and pf

2 (pf
2 > pf

1) and lower levels of 
u lead to curves similar to pf9. The fundamental difference between these two situations 
is whether the for-profi t’s isoprofi t curves, when moved along its price reaction curve, 
would be able to intersect with the nonprofi t’s price reaction curve and lead to greater 
profi ts for the for-profi t. When the market is more competitive (i.e. high u), this is possi-
ble. The for-profi t earns a maximum level of profi t pf

2 obtained at B, the lowest end-point 
of pn

*(pf). Interestingly, at point B, the for-profi t’s equilibrium price is lower than pf
*, its 

equilibrium price in the simultaneous game (which obtains at the intersection between 
reaction curves pf

*(pn) and pn
*(pf)). As discussed earlier, the nonprofi t’s equilibrium price 

will be increased accordingly. When the market is not sufficiently competitive (i.e. iso-
profi t curves similar to pf9 are in effect), the for-profi t will not be able to take advantage 
of the Stackelberg price leadership to improve its profi t level.

Figure 24.3(b) illustrates the situation of the nonprofi t being the Stackelberg price 
leader. Since the zero-profi t curve is the one that matters, and the left branch of it makes 
up the nonprofi t’s price reaction function, the nonprofi t will not change its pricing 
behavior from the simultaneous case. As a result, when the nonprofi t is the Stackelberg 
price leader, or when the for-profi t is the leader but the degree of product differentiation 
is not great, consumers will face the same price levels at equilibrium as they do when the 
nonprofi t and for-profi t compete simultaneously.

These Stackelberg results are different from (and in many cases opposite to) those 
obtained in purely for-profi t competition games. They add new situations of price reac-
tion curves and price leadership results to the literature on competitive strategies and 
industrial organization. They also suggest that organizations’ objective functions matter 
a great deal for the competitive outcome. In this sense, the nonprofi t sector, due to its 
diversifi ed organizational goals, provides a good opportunity for examining the robust-
ness of traditional monopoly and competitive results obtained in the for-profi t context.6

6 Even in the for-profi t world where profi t maximization is the default objective, one may 
want to be cautions when modeling fi rm behavior at different stages of the product life cycle. For 
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The effect of fi xed cost
By solving through the price reaction functions, closed-form price equilibrium solutions 
can be obtained for the mixed market. They are in very complex algebraic format, but 
we can write them as functions of the parameters: pf

* 5 pf (u, c, F) and pn
* 5 pn (u, c, F). 

As we discussed earlier in the chapter, fi xed cost matters for nonprofi t pricing behavior 
due to the nondistribution constraint. Because of the strategic interactions in the duopoly 
competition, the for-profi t’s equilibrium price is affected by F as well.

The impact of F on the structure of the mixed market depends upon its magnitude. 
Ranking from low to high levels, there are three critical values, denoted as F1, F2 and F3. 
For comparatively low levels of F (F < F1), the price equilibrium exists so that the for-
profi t earns positive profi t and the nonprofi t is able to break even with a positive level 
of output. As F becomes greater, it becomes more difficult for both organizations to 
compete.

When F1 < F < F2, the price equilibrium technically exists but the for-profi t’s profi t is 
negative. Therefore, if market entry is modeled as the fi rst step in a dynamic game, the 
for-profi t will not want to compete in this market and the duopoly equilibrium does not 
hold. On the other hand, the nonprofi t is able to break even with positive demand, even 
when the for-profi t decides to enter. Liu and Weinberg (2004) term this range as the 
‘reserved market’ for the nonprofi t.

When F2 < F < F3, neither the for-profi t nor the nonprofi t can survive in the duopoly 
market. Each of them can, however, survive if there is no competitor – the for-profi t can 
earn positive profi ts and the nonprofi t can break even as a monopolist. For this situation, 
the market structure will probably be determined by who is the fi rst mover to enter the 
market. When one organization establishes itself in the market, its commitment to the 
market will be a credible signal to deter the other one from entering. As a result, this level 
of fi xed cost leads to a ‘fi rst-mover monopoly’ situation.

Taking this result to empirical testing, one would expect that certain market situations 
could be related to a comparatively high level of entry cost that is conducive to early-
mover monopoly. For example, nonprofi ts are historically ‘early movers’ in markets 
such as health care, family counseling, arts and education. If the fi xed cost of operating 
on some of these markets can be shown to be within this range, nonprofi ts should be 
expected to continue to dominate these markets.

When F > F3, fi xed cost is so high that neither the for-profi t nor the nonprofi t can 
survive even as a monopolist. Over the ranges of the fi xed cost, it can be seen that as 
long as the market (or consumers) is appropriate for nonprofi ts, they are more likely to 
be in the market than a comparable for-profi t. The existence of the ‘reserved market’ for 
nonprofi ts is an interesting question for empirical research. As Rose-Ackerman (1996) 
summarizes, in industries where nonprofi ts and for-profi ts coexist, the nonprofi ts are on 
average larger than the for-profi ts both in terms of the number of employees and in terms 
of revenue.

example, Mahajan and Venkatesh (2000) propose several intriguing research questions about mar-
keting modeling for e-business. One of the ‘model setup-related challenges’ they discuss focuses on 
the objective of e-business fi rms – ‘fi rms in e-business typically seem more concerned with maximiz-
ing customer share [at least] in the short term’ (p. 220).
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Liu and Weinberg (2004) further point out that when fi xed cost is prohibitively high 
for socially desirable products or services, governments and private donors may respond 
by helping nonprofi ts overcome the entry barrier. One well-known example of this situ-
ation is the provision of accommodation for families of sick children who are receiving 
treatment for very serious illnesses at tertiary-level children’s hospitals. For example, in 
Vancouver, Canada, two specially built facilities were opened to provide just such accom-
modation for families of children at the British Columbia Children’s Hospital. The Easter 
Seals House provides 53 rooms at a rate of $18 per night and the Ronald MacDonald 
House offers 14 rooms at a rate of $12 per night; while the Ronald MacDonald house 
has a different mission (‘for families of seriously ill children; priority given to children 
with cancer and bone marrow transplants’) from that of the Easter Seal House, both are 
within walking distance of the hospital. These rooms provide kitchen facilities and other 
amenities. Clearly, no for-profi t company can offer these facilities at such a low price; the 
nearest hotel charges $99 for a room in the off-season.7

The issue of why nonprofi t organizations are more frequently observed in some 
markets than in others has stimulated a great deal of research. Perhaps the most popular 
explanation is based on the nonprofi t’s value to the society when market failure occurs. 
Steinberg (2006) provides a comprehensive review of this issue, considering the roles of 
nonprofi ts together with those of for-profi ts and governments. He suggests that as market 
failure happens due to the inefficiency resulting from for-profi t provision of goods and 
services, governments and nonprofi ts will respond to regulate or restore the market. As 
a result, nonprofi ts can be observed more often in markets where the problem of market 
(and government) failure is more severe. The issues of contract failure and information 
asymmetry discussed earlier could be good examples of market situations that are condu-
cive to nonprofi t operations. Related empirical evidence suggests that in some industries, 
such as day care and medical services, nonprofi ts are more trusted than the for-profi ts by 
customers (e.g. Krashinsky, 1998; Brown and Slivinski, 2006). The fi ndings we discuss in 
this chapter regarding the effects of fi xed cost provide a different perspective on market 
entry and exit that is distinct from these theories.

Nonprofi ts competing with nonprofi ts
In many markets, nonprofi ts compete with other nonprofi ts for revenue and donations. If 
we focus on the revenue side of the competition, it is useful to compare the price equilib-
rium with that obtained in the mixed market. One benefi t of doing so is to provide guid-
ance for empirical research. For example, in a market where there is a for-profi t daycare 
and a nonprofi t daycare, will the prices of the two organizations be higher or lower than 
those in a market where there are two nonprofi t daycare centers? As another example, 
empirical research based on such analytical results can cast light on the important issue 
of whether some nonprofi ts are just ‘for-profi t in disguise’ (Weisbrod, 1988).

Liu and Weinberg (2004) compare the magnitude of four equilibrium prices: p*f  and p*n 
from the mixed duopoly market, pn from the market with two nonprofi ts, and p f from 
the market served by two for-profi ts. They fi nd the following ranking for all parameter 
values of the demand function: p f > p*f > pn > p*n. The most interesting and in many ways 

7 All rates are from website www.bcchildrens.ca, accessed on 5 June 2007.
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surprising result is probably the comparison of pn and p*n  – a nonprofi t charges a higher 
price when it competes with another nonprofi t than when it competes with a for-profi t. 
This happens since the nonprofi t has more fl exibility in setting its price when the competi-
tor is a profi t-oriented fi rm rather than an equally low-price-oriented nonprofi t organi-
zation. The need to survive (i.e. break even) in a highly competitive market drives up pn 
to be higher than p*n. Figure 24.4 shows how these four equilibrium prices compare with 
each other as fi xed cost changes.

Concluding discussion and future research issues
Nonprofi t pricing decisions differ signifi cantly from those of for-profi t businesses due 
to the unique features of nonprofi t organizations. The objective function and nondis-
tribution constraint play particularly important roles in formulating models of pricing 
and in exploring their intuition and implications. As noted by Weinberg (1983), non-
profi ts’ deviation from profi t maximizing complicates any optimum-seeking algorithm. 
Researchers working on studying business decisions have developed demand systems 
and price models that depend on several critical features of the demand function (e.g. a 
well-behaved profi t curve and specifi c functional forms) to allow for tractable analyses. 
Even for the (presumably) simplest objective of maximizing nonprofi t output, closed-
form solutions can be complicated to achieve. Nevertheless, as demonstrated in this 
chapter, an appropriately specifi ed demand system can be very useful in examining the 
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pricing behavior of nonprofi ts under a variety of circumstances in both the monopoly 
and duopoly cases.

In the for-profi t sector, issues of dynamic pricing have become increasingly impor-
tant. The areas covered include pricing at various stages of the product life cycle, prices 
in response to changing cost structures, and pricing to refl ect and infl uence temporal 
patterns of demand. Such issues are important for nonprofi t organizations as well, but 
we could identify no papers specifi cally addressing such issues in the nonprofi t sector. 
An additional factor for nonprofi ts is how to modify the no-defi cit constraint so that it 
has meaning in a dynamic setting. It would seem that considerations other than simply 
applying a cumulative non-defi cit constraint (with a present value discount factor) are 
pertinent. For example, if a nonprofi t accumulates a surplus in the early years, how does 
it value the result that some potential clients may not be served due to the imposition of 
this constraint?

Donations are not explicitly included in the competition model discussed earlier. 
Conceptually, donations have an impact on nonprofi ts’ pricing decisions through two 
distinct mechanisms. One is the effect of increasing funds available, thus reducing pricing 
pressure and, if quality decisions are involved, helping to improve quality. The other is 
the usage of funds for fundraising campaigns, which works in the opposite direction to 
increase the pricing pressure and reduce potential quality levels. Of course, the amount 
spent raising donations should not exceed the amount raised. Therefore an appropriately 
specifi ed donation response function is critical to derive useful results for the pricing 
problem. Empirical research with regard to donations is facilitated by the availability of 
public data sources. For example, a large data set of revenues and expenditures of non-
profi ts, which was collected from the IRS 990 forms fi led annually by 501(c)(3) organiza-
tions, can be accessed through the National Center for Charitable Statistics (NCCS) at 
the Urban Institute (nccsdataweb.urban.org). Boris and Steuerle (2006) provide a list of 
major IRS nonprofi t data sources.

A very common role of pricing in the for-profi t world is to implement price discrimi-
nation. Many models assume consumers can be differentiated along two fundamental 
dimensions of preference, namely horizontal differentiation and vertical differentiation. 
The former refers to the preference space where buyers have heterogeneous ideal points 
(e.g. Hotelling, 1929), while the latter refers to that where ‘the more, the better’ holds 
true for everyone (e.g. Shaked and Sutton, 1982). Models have also been constructed for 
fi rms competing on both dimensions (e.g. Neven and Thisse, 1990). Related to these two 
dimensions are the typical issues of consumer taste and willingness to pay. While both are 
straightforward in for-profi t pricing models, they are no longer so for nonprofi ts.

First, the taste for nonprofi t products or service may not be as clearly defi ned as for 
commercial products. For instance, it is easy to assume that consumers may prefer differ-
ent styles of cars (e.g. color, size, or a ‘sporty’ image), but it is not easy to conceptualize 
the taste for performing arts or family counseling services. This issue becomes particularly 
complex when the researcher wants to consider the different (and sometimes confl icting) 
preference of nonprofi t managers and donors. For example, Rose-Ackerman (1987) 
explicitly models the donor’s preference for a qualitative index of nonprofi t output, which 
may differ from the preference of the nonprofi t manager. Voss et al. (2000) distinguish 
fi ve organizational value dimensions for arts organizations: pro-social, artistic, fi nancial, 
market and achievement. They suggest that there exist underlying tensions between 
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competing values in cultural organizations, such as the pressure to be both artistic and 
market oriented.

Second, consumer willingness to pay is no longer a simple factor for segmentation and 
positioning models. It is commonly observed in the commercial world that fi rms pursue 
different segments of consumers by offering differentiated products, such as high-quality 
fi rms selling to the consumers with higher willingness to pay (for quality) and low-quality 
fi rms selling to the remaining consumers (Moorthy, 1988). Due to the socially benefi cial 
nature of nonprofi t outputs, it is unclear whether consumer willingness to pay is an 
appealing factor to all nonprofi ts. There are certainly situations where the nonprofi ts 
want to ensure that the poor or needy population will be able to receive their products 
or services regardless of their fi nancial capability. This is in many ways refl ected in the 
output-maximizing goal of nonprofi ts – social service agencies measure success in part 
by clients-served levels, and museums by attendance (Oster et al., 2003). As a matter 
of policy, many nonprofi ts prefer to serve the low-willingness-to-pay population. This 
is, again, different from business models in which the ultimate profi t earned drives fi rm 
behavior.

Increasingly business managers are recognizing that consumers’ reactions to prices 
involve such factors as mental accounting, price–perceived quality relationships, and 
perceived fairness. These fi ndings are likely to be important for pricing decisions in the 
nonprofi t sector as well. For example, in the research stream on price–perceived quality 
relationships, Scitovsky (1945) was the fi rst to formally suggest that price is both an index 
of sacrifi ce and an index of quality to consumers. Subsequent studies show that the use 
of price as an indicator of quality is widespread across consumers and product categories 
(Lichtenstein and Burton, 1989; Peterson and Wilson, 1985). The behavioral literature 
establishes that when it is often difficult for consumers to judge quality before purchase, 
they tend to infer quality based on relevant cues (Lichtenstein and Burton, 1989; Monroe, 
1973). It is then an interesting issue how consumers in the nonprofi t market evaluate 
both price and the nonprofi t status as signals of quality (Ryans and Weinberg, 1978). 
Furthermore, while some businesses may employ such behavioral fi ndings to enhance 
their profi tability, nonprofi ts, with their focus on social ends, may seek to pursue pricing 
policies that seek to remove such biases from the consideration of prices.

Another critical issue for nonprofi t pricing research is consumer surplus. In the for-
profi t world, consumer surplus is based on the difference between the amount consumers 
are willing to pay (the demand curve) and what they actually pay. Graphically this is 
the area below the demand curve but above the prevailing market price. For the same 
price, richer consumers will, on average, derive a greater amount of consumer surplus 
than poor consumers. A simple maximization of consumer surplus has the problem of 
ignoring the distribution issue – it may counter some nonprofi ts’ goal of serving the needy 
population.

Pricing is still a new phenomenon in nonprofi t management. While some nonprof-
its adopt pricing practice voluntarily (see Oster et al., 2003 for the potential benefi t of 
pricing), others do so due to fi nancial pressure. Given that nonprofi ts have several other 
more traditional choices when it comes to the distribution or allocation of nonprofi t 
output (such as waiting lists and rationing), it is useful to examine the efficiency of 
pricing relative to these other mechanisms in achieving nonprofi t objectives. Steinberg 
and Weisbrod (1998) pioneered this area of research by looking at the waiting lists versus 
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prices as the rationing mechanism. It is possible that pricing is more efficient for certain 
nonprofi t types or objectives than for others.

Finally, we want to highlight the issue of product and service quality as a joint decision 
factor together with pricing for nonprofi ts. Similar to the product line decision by for-
profi ts, the product mix decision can be critical to the managers of many nonprofi ts (e.g. 
Newhouse, 1970; James, 1983; Rose-Ackerman, 1987; Ansari et al., 1996). Among these 
decisions, product or service quality has received a great deal of attention. A number of 
empirical studies test how the quality levels differ between for-profi ts and nonprofi ts in 
markets such as nursing homes (Chou, 2002; Luksetich et al., 2000), healthcare facilities 
and hospitals (Schlesinger, 1998), and daycare centers (Krashinsky, 1998). Analytical 
work in this area appears to be particularly promising. For example, if the nonprofi t 
can offer differentiated products or services, how should it position and price them? As 
another example, given their different objectives and fi nancial goals, how do for-profi ts 
and nonprofi ts differentiate themselves in price and quality in mixed markets?
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25  Pricing in services
Stowe Shoemaker and Anna S. Mattila

Abstract
Most existing frameworks of pricing were developed in the context of consumer goods and, as 
such, they fail to explain how to price complex service offerings. In this chapter, the authors 
explain the characteristics of services that make services pricing different from goods. Relying 
on theory from both the general pricing literature and from services research, they develop a 
conceptual model of pricing of services. This framework incorporates critical pricing elements 
from both the consumer’s and the service provider’s perspective. The authors also explain how 
consumers form value perceptions in the context of service offerings and how such knowledge 
can be used for developing pricing strategies for various types of services. The chapter concludes 
with a discussion on measuring price sensitivity in service, competitive pricing and areas for 
future research.

Introduction
Today, the service sector comprises 80 percent of US employment and 64 percent of US 
gross domestic product (WTO, 2007). It is well known that the professional disciplines 
required to manage the marketing function of service fi rms are different from those used 
in the marketing of goods. Consider for example an automobile manufacturing plant and 
the marketing of the cars produced by that plant. Now consider a law fi rm, the marketing 
of the services provided by the law fi rm and the individual lawyers in the fi rm. Finally 
consider both how the customer determines which car to buy and which lawyer to hire, 
and how this customer evaluates the purchase afterward. The many differences that exist 
between the marketing functions of these two types of industries, and the impact of these 
differences on pricing, are the subject of this chapter.

Customers will only give money for an item – whether it is a product or a service – if 
they believe that the value they are receiving is greater or equal to the price they pay for 
the desired product or service. This presents a challenge for those selling services (e.g. hos-
pitality business, doctors, lawyers, consultants etc.) because the purchaser cannot evalu-
ate services prior to purchasing them. Many services (e.g. vacations, hospital visits and 
restaurant meals) are high in experience qualities while other services (e.g. those high in 
credence qualities) are difficult to evaluate even after purchase and consumption (Darby 
and Karni, 1973; Nelson, 1970, 1974) and consumers often lack sufficient knowledge to 
assess the services received. This inability to evaluate services creates uncertainty about 
the utility of consumption, a factor that has direct bearing on the pricing of services. 
Intangibility (inability to touch and feel) is another characteristic of a service that makes 
pricing extremely difficult to determine if the item a customer is receiving is greater than 
or equal to what they are paying. These two characteristics of services, as well as other 
characteristics of services that will be discussed, introduce much risk into the purchase 
decision.

The main objective of this chapter is to show how fi rms both manage the heightened 
risk associated with service purchase and how they incorporate customers’ beliefs (both 
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real and imagined) and knowledge into the pricing decision. The chapter is organized as 
follows: fi rst, we discuss the many different types of pricing in services. We then discuss 
a framework for setting prices in services. Third, we review how services are different 
from goods. In this third section we also include a discussion of the implications of these 
differences between the perspectives of marketers and customers. We then explore differ-
ent pricing strategies employed by service fi rms. This is followed by a discussion on how 
to assess customers’ value perceptions. We end with a discussion on measuring price 
sensitivity in services, competitive pricing and areas for future research.

The many different types of service pricing

Defi nition of price and role of non-monetary costs
From the customers’ viewpoint, price can be defi ned as ‘what he or she must give up to 
purchase the product or service’. The ‘what’ may include actual money, time (e.g. the 
time it takes to search for a doctor or lawyer), a product or service (e.g. an exchange of 
rooms for free advertising), mental or cognitive effort, and transaction cost (steps neces-
sary to take actual possession of the product or service). Customers will often pay more 
for a reduction in both cognitive effort and search time by adopting such strategies as 
always buying the same brand (e.g. higher prices for in-room mini bars in hotels relative 
to a grocery store, and using an insurance agent that is around the corner rather than 
one further away).

Pricing in services
Pricing in services goes by many names (Ng, 2007). Table 25.1 provides examples of the 
terms used for the pricing of services. For instance, consumers pay ‘entrance fees’, ‘cover 
charges’ and ‘green fees’ when they purchase visits to museums, entrance to dance clubs 
and rounds of golf. To receive the knowledge of an attorney, one pays ‘a retainer’ and 
to attend college one pays ‘tuition’. These activities are intangible and have experiential 
quality to them; therefore they require a different approach to pricing than is typically 
found with the pricing of goods.

Framework for setting prices for services
Figure 25.1 provides a framework for price formation organized into two sections. The 
left section relates to the consumers’ role in determining price, while the right section 
refers to the fi rms’ role in price formation. The critical element in Figure 25.1 is the direct 
relationship between the ‘reservation price’ (the maximum price the customer will pay 
for a product) on the consumer side and the ‘fi nal price’ on the service provider side. 
The difference between these two prices is the consumer surplus. Firms attempt to price 
exactly at the reservation price in order to extract the entire ‘consumer surplus’. If they 
do not, they will be ‘leaving money on the table’. The challenge for fi rms is to determine 
this reservation price and then get customers to happily pay this price. An additional 
challenge is to move this reservation price higher. While these challenges are also true for 
goods, the characteristics of services make it more complicated.

The model proposes that consumers’ ‘reservation price’ is infl uenced by both the per-
ceived fairness of the offer and the value consumers place on the offer. These features 
are infl uenced by the perceived risk of the purchase, which is a result of the consumers’ 
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characteristics, their reasons for purchase, the type of purchase, the non-monetary costs 
associated with the purchase, and fi nally the characteristics of the service. The ‘fi nal price’ 
charged is infl uenced not only by consumers’ reservation price, but also by how and if the 
product is bundled, the demand and supply characteristics, how the purchase is framed, 
competitors’ prices, and costs to produce. We discuss each of these components next.

Consumer side: characteristics of services
The characteristics of services differ from the characteristics of manufactured goods in 
four important ways: intangibility, perishability, heterogeneity, and simultaneous pro-
duction and consumption. In addition, unlike most consumer products, services provide 
only temporary possessions (Lovelock and Gummesson, 2004). These differences impact 
how service fi rms approach the pricing function, as shown in Table 25.2.

Intangibility Intangibility is believed to comprise three dimensions: physical intangibil-
ity, generality, and mental intangibility. The more intangible the service, the more risk 
there is for buyers. This makes pricing decisions difficult. The price has to be high enough 
to ensure confi dence, but not too expensive that consumers will refuse to purchase 
(Zeithaml et al., 1996; Rust and Zahorik, 1993).

The inability to touch and feel the service before the purchase suggests that con sumers 
make choice decisions based on their expectations of service delivery and by cues put 
forth by the seller. One cue is price. The higher the price, the higher the expectations that 
service quality will be delivered (Zeithaml et al., 1996). For instance, whom would you 
want to defend you against a crime you did not commit – a $150 per hour lawyer or a 
$1000 per hour lawyer? A second cue is the uniform worn by the service provider. Doctors 
wear white gowns not because they make them better doctors, but because of the impres-
sion the coats give to the patients; namely, authority, cleanliness and professionalism.

Perishability Services such as airline seats or hotel rooms, information sold by news 
services, and the time availability of a consultant are perishable. If the service is not sold, 
the revenue for that service is lost forever. Perishability is compounded by the fact that 
most services have fi xed capacity and most are unable to increase their capacity in the 
short run. The challenge is to ‘manage’ both demand and capacity by getting customers 

Table 25.1  The many different terms for price in services

Organization What consumer is buying Term used for price

Museum, theater, sports 
 team, dance club, golf course

Performance, entertainment Entrance fee, cover charge, 
 green fee

Office buildings, apartments Space Rent
Hotel, resort Comfortable place to sleep, 

 entertainment, experience
Room rate

Bank Access to capital Interest rate
Telecommunications Ability to communicate Tariff
Consultant, doctor, educator Advice, knowledge Retainer, tuition

Source: Based on a table in Ng (2007).
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to change their behavior so the fi rm can manage supply and demand. This is being accom-
plished more often by dynamic pricing, which is defi ned as setting prices based on the 
customer’s willingness to pay and buying habits (Kannan and Kopalle, 2001; Huang et 
al., 2004). Dynamic pricing can be thought of as ‘tell me what you want to pay, and I will 
tell you when you can use the service’. ‘Tell me when you want to use the service, and I 
will tell you what you need to pay.’

Heterogeneity Heterogeneity of services refers to the variation in the service as a result 
of individual differences among employees of a service fi rm. Customers also contrib-
ute to heterogeneity as they often act as partial employees (Bateson, 1985; Bowen and 
Schneider, 1985). Although such co-production of services can greatly reduce employees’ 
workload, it also creates another layer of uncertainty in service quality. The customer’s 
knowledge, experience and profi ciency or lack of it can affect how they judge the quality 
of the purchase. Uncertainty about performance quality tends to increase consumers’ 
reliance on price as a cue for forming expectations (Dodds et al., 1991; Rao and Monroe, 
1988). Since most services suffer from performance heterogeneity, service fi rms need to 

Table 25.2  Distinctive features of services and price challenges for fi rm and customer

Distinctive features 
of services

Defi nition Example Resulting price 
challenges: fi rm

Intangibility Incapable of being 
touched or perceived 
by touch. Also defi ned 
as being unable 
or difficult to be 
perceived by the fi ve 
senses

Consulting services, 
teaching, law advice, 
medical diagnosis

Not easy to display and 
communicate intangible 
service offerings. Prices 
help set consumers’ 
expectations.

Perishability If service unit is not 
sold one day, the same 
service unit cannot be 
stored and sold next 
day

Hotel rooms, airline 
seats, personal athletic 
trainer, billing hour of 
an attorney

Firms needs to set price 
that guarantees sale but 
does not ‘leave money 
on the table’; leads to 
revenue management.

Heterogeneity The variation and 
lack of uniformity 
in the service being 
performed

Moments of truth in 
the service encounter. 
Person one day can 
give great service, 
but next day provide 
totally different service

Customers’ 
heterogeneity impacts 
how they judge 
the quality of the 
purchase; employees’ 
heterogeneity indicates 
there is an element of 
risk in the purchase.

Simultaneous 
production and 
consumption

The purchase and the 
delivery occur at the 
same time

Ordering dinner in 
a restaurant, hiring 
consulting service, 
visiting a lawyer or 
doctor

Customers may be 
less willing to pay 
higher prices unless 
they believe they will 
receive what they pay 
for.
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truly understand price–performance inconsistencies from the consumer’s perspective 
(Voss et al., 1998). Moreover, the price–perceived quality literature suggests that con-
sumers who have limited prior knowledge tend to use price to assess product quality more 
than consumers who have a moderate degree of prior knowledge (e.g. Zeithaml, 1981). 
Novice consumers easily interpret higher prices as indicators of higher value (Gerstner, 
1985; Rao and Monroe, 1988).

Conversely, knowledgeable consumers tend to be less likely to use high prices as sur-
rogate cues of high quality (Leavitt, 1954; McConnell, 1968). Due to their well-developed 
cognitive structures, experts are able to use intrinsic cues to evaluate quality (Marks and 
Olson, 1981). Consequently, for these consumers, there may be a decreased reliance on 
extrinsic information such as price in the evaluation of service quality.

For the service fi rm, the emphasis should be placed on understanding the customer, 
not the service. Many service fi rms offer their services in varying degrees of customiza-
tion (e.g. consulting, software development) and consumers tend to be willing to pay a 
higher price for such customized services (Broekhuizen and Alsem, 2002; Jiang, 2002). 
Negotiating the price with the customer, as opposed to a fi xed price scheme, is often used 
when the service involves a set of customized procedures (Roth et al., 2006).

Simultaneity of production and consumption and purchase The characteristic of simul-
taneous production and consumption is unique to services. As the attorney produces 
the information, the customer ‘consumes’ the information. Unlike goods, where the 
customer can examine the item she wants to purchase prior to purchase, in the services 
the purchase and the delivery occur at the same time. To ensure customer satisfaction, 
some organizations empower their employees to take appropriate action on the spot and 
advertise this, some offer service guarantees.

The purpose of the service guarantee is to remove pre-purchase risk and to convey a 
message that management takes complaints seriously and wants to fi x the issues not just 
in the short term, but making sure the failure does not happen again. The service guaran-
tee typically allows fi rms to charge more money, as the guarantee assures the consumer 
that quality will be delivered. One example of the service guarantee is the one offered by 
Starwood Hotels and Resorts, which promises to fi x any defect on the spot, if possible, 
or offer a menu of ‘rewards’ (e.g. free lodging, airline miles etc.) to compensate for the 
troubles caused. Satisfaction guarantees are also offered by other service fi rms such as 
1&1 (www.1and1.com/web-hosting), which bills itself as the world’s largest web hosting 
service, and offers a 90-day complete money-back guarantee, and buy-dissertations.net 
(http://www.buy-dissertations.net/BuyDissertation/guarantee.asp), which claims that 
not only will you get your masters, doctorate-level dissertation or research paper on 
time, but they will revise it if you are not happy with the content.

Consumer infl uence: consumer characteristics

Lack of pricing knowledge One consumer characteristic is the lack of pricing knowledge 
of a service that arises due to four reasons: (i) the fi rm offers multiple services at different 
levels (e.g. prices for an airline fl ight by class, time of day/week); (ii) difficulty for service 
providers to quote exact rates in advance until they begin to understand the customers’ 
exact needs (as in the case of attorney fees); (iii) availability of multiple options available to 
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fulfi ll a need (e.g. a multitude of doctors are available in a given area) (Miao and Mattila, 
2007); and (iv) the fact that service prices are often not visible (Zeithaml et al., 2006). An 
example of this last point is American Express Financial Services, which found in a study 
of its customers that many did not know the prices of the services they were buying.

The lack of price knowledge suggests that consumers will use other cues besides price 
to determine the best option. Examples of such cues are lawyers locating their offices in 
expensive office buildings, real-estate agents driving expensive cars and doctors display-
ing their diplomas with the brand names of their medical schools. In all these examples, 
the fi rm attempts to make tangible that which is intangible; and at the same time, convey 
the belief that consumers should be willing to pay more for their services.

Consumer infl uence: purchase characteristics
The characteristics of the purchase situation also impact the perceived risk of purchase. 
For instance, the time of purchase infl uences the price. One way to think about revenue 
management is in terms of the following two statements: ‘Tell me when you want to use 
the service and I will tell you what you need to pay’; ‘Tell me what you want to pay and 
I will tell you when you can use the service.’ Consumers needing to be somewhere at a 
specifi c time are less price sensitive than those who have much fl exibility. At the time of 
the use of the service, prices tend to rise, as supply usually decreases.

At times, it may be advantageous to separate the purchases from consumption (Shugan 
and Xie, 2000). One such way is to offer advance selling. When consumers feel uncertain 
about the future availability of the service, they might place higher value on it and thus be 
willing to pay a higher price at an earlier date. For instance, music fans might be willing 
to pay more for a concert ticket purchased two months in advance as the anticipation 
of the experience enhances its value. This often happens with vacation travel, especially 
cruises. With limited inventory, consumers are willing to pay in advance to guarantee 
that availability.

Consumer infl uence: perceived fairness
Charging different prices for essentially the same product or service raises concerns 
about fairness when dynamic pricing strategies are evaluated by consumers (Garbarion 
and Lee, 2003; Grewal et al., 2004). Unfair prices are a considerable cause for customer 
defections (Keaveney, 1995). Consumers evaluate price fairness based on three anchor 
points: past prices, competitors’ prices and production costs (Bolton and Myers, 2003). 
According to Xia et al.’s (2004) framework of fairness perceptions, transaction similarity 
is the key in prompting fairness judgments. When the degree of similarity between two 
transactions is high, consumers have little additional information to explain a price dis-
crepancy. In such situations, they tend to believe that they are entitled to equal prices and 
hence consider price variations as unfair. Revenue management practices try to buffer 
the negative impact of differential pricing by using rate fences or framing to present price 
fl uctuations in a more favorable light (Wirtz and Kimes, 2007). Wirtz and Kimes (2007) 
show that consumers’ familiarity with revenue management practices might moderate the 
effect of fencing and framing on consumers’ fairness perceptions.

To counter this issue of fairness, in the lodging sector major lodgings now offer ‘rate 
integrity’, which means that prices are the same regardless of the channel (Internet, 
central reservations etc.) through which the reservation came.
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Consumer infl uence: value components
The fi nal infl uence from the consumer side of the model is the components of value. There 
are eight components of value, presented in Table 25.3. Each of the value components 
listed has implications for pricing. For instance, consider ‘temporal value’. This is based 
on the notion that ‘time is money’ and in order to save time, consumers will be willing to 
spend more money. The total price of a shopping basket at a traditional grocery (i.e. not 
a Wal-Mart Super Center) store is much higher than if the consumer shopped in multi-
ple stores. Consumers typically shop in just one store because of its convenience. Firms 
can increase prices by understanding how much their customers’ time is worth and then 

Table 25.3  The components of value

Value 
component

Defi nition Implication

Financial Actual currency (dollars, 
euros, etc.) exchanged for 
purchase of a service

Degree of service differentiation between 
competing fi rms, price relative to household 
income, and ease of switching all impact price 
sensitivity.

Temporal Amount of time required to 
purchase and use a service

Adage ‘time is money’ is relevant here as 
customers continue to have less and less time. 
Consumers will pay more to save time.

Functional Ability of the service to 
meet or exceed customers’ 
expectations. Components 
are reliability, assurance, 
tangibility, empathy and 
responsiveness

Customers need to see or feel the components of 
functional value to know expectations are being 
met or exceeded. If they are, will both pay more 
and be more accepting of price paid.

Experiential Also known as the 
hedonic aspects. Occurs 
when guests are active 
participants in the service 
experience

Need to create opportunities for guests to become 
active participants; for example, ‘chef’s table’ in 
restaurant, ability to exchange frequency points 
for ‘trophy’ rewards.

Emotional Ability of the service to 
make customers’ feel 
special or provide a certain 
level of comfort

Emotional bonding is a major driver of brand 
loyalty. Strong brands are less vulnerable to 
competitive attacks such as price discounts or 
other promotional tactics.

Social Ability to enjoy the service 
with others – either your 
referent group or people 
you meet while consuming 
the service

Social interaction and the desire to please one’s 
referent group helps create experiential and 
emotional value. The more perceived social value, 
the less price sensitive.

Trust The belief that organization 
has customers’ best interest 
in mind

The more the customers feel they can trust the 
organization, the less price sensitive they are.

Identifi cation 
with the 
organization

Customers and 
organization share similar 
beliefs

The more the customers feel identifi cation with 
the organization, the less price sensitive they are.
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determining how much of that fi gure customers would be willing to give back in order 
to save time.

Next, consider ‘social value’. The theory of reasoned action (Ajzen and Fishbein, 
1980) states that behavior is a function of two constructs: (1) the attitude towards per-
forming the action and (2) the infl uence of the group norms. It is this second component 
that infl uences pricing. The desire to please one’s referent group leads consumers to 
spend more money. Social value is also related to ‘experiential’ and ‘emotional’ value. 
D’Aveni (2007) revealed in research on restaurants the desire for customers to have a 
wonderful ‘customer experience’ and their willingness to pay additional funds for such 
experiences.

Functional value pertains to the belief that the service does what it is designed to do. 
A doctor who cures an illness is an example of functional value, as is the lawyer who 
keeps his client away from legal troubles. As discussed earlier, service guarantees play an 
important part in assuring the customer that the service will work as it was designed.

Other examples of pricing and consumer value can be seen in Table 25.3.

Service provider and setting prices
Setting prices is a complex exercise, with any number of strategic and tactical implica-
tions. Service fi rms generally have fi xed costs that need to be covered. Sometimes fi rms 
have to work with these costs and set prices accordingly. This is called product-driven 
pricing or cost-based pricing.1 The problem with these methods of pricing is that the fi nal 
price offered to the consumer may be less than the customer is willing to pay. The reason 
is that the only component of the price is from the fi rm’s perspective and does not con-
sider what the customer values. Firms need to consider what the customer values when 
setting pricing. It is for this reason that the value components ‘box’ is connected to both 
the consumer and the service provider.

Value-based pricing can be considered the antithesis of cost-based pricing. It involves 
choosing a price after developing estimates of how potential customers perceive the value 
of the product or service. It has nothing to do with the cost to produce the item. Value-
based pricing has the advantage that it forces managers to keep in touch with the needs 
and preferences of customers.

Service provider: value and framing
Prospect theory (Kahneman and Tversky, 1979) argues that when people make deci-
sions about buying products or services, they do so by examining the changes in their 
well-being that occur. This well-being is considered by examining changes from a neutral 
reference point. A positive change (or value) is considered a gain, while a negative change 
is considered a loss. Consumers are more likely to make decisions that avoid losses rather 
than make gains. How the consumer ‘looks at the decision’ – or the decision frame – can 
determine whether the outcome is in the domain of gain or loss. Decision frames are 

1 Types of cost-based pricing: ‘cost-plus pricing’ involves establishing the total cost of a 
product, including a share of the overhead, plus a predetermined profi t margin. ‘Cost percentage 
or markup pricing’ features either a dollar markup on the variable ingredient cost of the item, a 
percentage markup based on the desired ingredient cost percentage, or a combination of both. 
‘Contribution margin’ pricing occurs when pricing is used to help cover costs.
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controlled by the formulation of the problem and by the norms, habits and characteris-
tics of the decision-maker. While the fi rm can do little to control the idiosyncrasies of the 
decision-maker, it can change how the consumer frames the decision problem so that the 
outcome becomes favorable to the fi rm.

Decision frames are currently being used in the airline industry as the legacy carriers 
battle the low-cost carriers (LCC). LCCs are believed to be cheaper (a gain), while the 
legacy carriers are thought to be more expensive (a loss). Yet the truth is more complex. 
On certain fl ights the legacy carriers may actually be cheaper. The challenge for the legacy 
carriers is to stay price competitive and at the same time move the frame of reference away 
from price to something on which they can compete; for example, pre-assigned seating, 
no luggage restrictions, landing at airports close to cities, etc. British Airways is cur-
rently running advertisements in Europe highlighting how they offer these options while 
the LCCs do not. These advertisements highlight the problems of fl ying with a low-cost 
carrier, not the benefi ts of fl ying BA (they are implied.).

As service fi rms move more of their information to the web, they need to consider how 
to use decision frames to gain customer compliance. Because consumers come to the 
website with different frames of reference, information needs to be presented in such a 
way (‘framed’) that price no longer becomes the dominant reference point. In the travel 
industry, fi rms are beginning to use reservation calendars that clearly show customers 
dates of availability and the corresponding lowest prices for those dates. Because price 
is clearly transparent, customers can consider other features, such as when they want to 
travel and what amenities they want included. As they ‘click through’ the calendar they 
are able to customize their purchase, which leads to higher prices.

Contextual pricing is another implication of prospect theory. Contextual pricing 
implies that the context in which the purchase is made will have an impact on the overall 
price paid. Essentially, the context changes the reference point. Consider going to dinner 
with a signifi cant other for a special occasion versus going to dinner for a ‘quick bite’, or 
choosing an attorney for estate planning versus choosing an attorney to defend you in a 
civil suit. In both cases the reservation price will go up. Service fi rms should attempt to 
determine the context of the purchase prior to quoting a price.

Service provider: price bundling
Bundling or marketing two or more services in a single package for a special price is a 
common practice in many segments of the service industry (Guiltnan, 1987; Johnson et 
al., 1999). Bundling can be a great way to maximize revenues (Dolan and Simon, 1996; 
Guiltnan, 1987) and to increase customers’ value perceptions (Yadav and Monroe, 1993; 
Soman and Gourville, 2001). From the consumer’s perspective, bundling minimizes cog-
nitive effort and also reduces the direct association between costs and benefi ts (Soman 
and Gourville, 2001).

Bundling works because consumers have different reservation prices for different 
components of a package. Bundling also works for the fi rm because it can protect its 
published prices; in many cases it is impossible for the consumer to tell what each part 
of the bundle costs.

Prospect theory suggests that losses should be bundled. The rationale is that once a 
consumer has agreed to spend $159, getting them to spend an additional $30 for another 
feature (e.g., free Internet access) is not difficult, as the psychological difference between 
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$159 and $189 is not that great. However, should the consumer wish to purchase the $30 
item at a later date, now the frame of reference is $0 and the jump to $30 (because the 
item is purchased at a later date) seems more expensive.

This idea of bundling, combined with how the issue is framed, has been profi table for 
fi rms. For example, in an unpublished study, a major hotel in Las Vegas bundled both the 
hotel room and a guaranteed Las Vegas Strip view for a total price of $189. If the guest 
did not want a strip view, the rate was $159. To test the impact of this bundling and the 
impact of the framing of the bundle, telephone reservation agents were divided into two 
groups. One group quote a rate of $159 to stay anywhere in the hotel (view not bundled). 
If, however, the guest wanted a guaranteed Las Vegas Strip view, there would be a $30 
additional fee. This could be paid at time of booking (e.g. bundled) or purchased at time 
of check-in if available. A second group was quoted the $189 with a guaranteed view 
(view bundled). If such a view was not included, the rate was $159. Results revealed that 
when the $159 unbundled rate was quoted, 13.6 percent elected to pay an additional $30 
at the time of booking. When the $189 was quoted fi rst, 20.1 percent elected to take the 
bundled option. By including the view as part of the bundle, revenues increased $31 878 
per month – revenue that went directly to the bottom line. While this may not seem like 
a big fi gure, on an annual basis it is $382 536.

Service provider: role of competition
Although the notion of customer centricity is highly recognized in the service literature 
(e.g. Shah et al., 2006), most models focusing on value fail to incorporate competitive 
factors (Leone et al., 2006). Those that do incorporate competitive factors often use 
positioning maps to understand pricing from the customer’s viewpoint. For instance, 
D’Aveni (2007) used positioning maps in part to understand that restaurants with dance 
fl oors charged $4.50 2 $7.25 more for a meal than restaurants without. He also saw the 
pricing power of these restaurants rise over the three years, as they understood this price 
relationship.

Shoemaker (2007) shows how hospitality fi rms have used competitive positioning 
maps to determine their pricing strategies. This methodology is shown in Table 25.4 and 
data to illustrate the technique are shown in Table 25.5. The resulting positioning map 
is shown in Figure 25.2. Notice in Figure 25.2 that the prices charged are plotted on the 
vertical axis and the customer competitive index (CCI), which shows how the fi rm is per-
ceived relative to the competition in terms of what features are important to the customer 
and how well the fi rm performs on those features, is plotted on the horizontal axis. The 
fi rm undertaking this analysis plots its price in the center of the Y-axis and its CCI score 
in the center of the X-axis. This makes it easy to tell which competitors are below or above 
the fi rm both in terms of CCI scores and price.

Figure 25.2 shows the Rio (the base hotel) positioned in the center with a rate of $179 
and a CCI of approximately 60.0. The positioning map reveals that Bally’s and Caesars 
have higher rates than the Rio ($185 and $189, respectively). More important, both of 
these brands have a CCI lower than that of the Rio. This indicates that the Rio could 
probably raise its prices because its customers are generally more satisfi ed than are those 
of Bally’s and Caesars, which are both earning a higher rate than the Rio. Boulder Station 
could also probably charge a higher rate because its CCI score is the highest. This analysis 
should be done for each market segment.
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Although the method is simple, it has proven quite useful in the hotel industry and the 
airline industry to better understand competitors.

Selected current pricing examples

Pay-for-performance pricing
Pay-for-performance, or performance-based pricing, is ‘an arrangement in which the seller 
is paid based on the actual performance of its product or service’ (Shapiro, 1998, p. 2). 
This form of pricing is gaining popularity in particular in services based on agency–client 

Table 25.4  Developing competitive positioning maps for pricing hotel rooms (calculation 
of customer competitive index)

Column
feature

Importance Brand A Brand B

Performance 
rating

Score Performance 
rating

Score

A
Scale: 1–10

B
Scale: 1–10

C
A 3 B

D
Scale: 1–10

E
A 3 D

It is a place friends 
like to go

7.30 7.60 55.48 6.40 46.72

Atmosphere is very 
pleasant

8.80 7.70 67.76 7.63 66.88

One place seems to 
have better odds

7.40 6.80 50.32 6.00 44.40

Slot machines fi lled 
in a timely manner

7.50 6.80 51.00 6.80 51.00

Types of promotions 
offered

7.40 7.70 56.98 6.80 50.32

Total 38.4 281.54 259.32
Index 73.32* 67.53

Note: * Sum all numbers in the column; divide sum by total in column A. Multiply by 10; index based on 
100.

Questions used to determine importance and performance

Importance question
Next, please think for a moment about the reason for visiting a specifi c legalized gambling establishment in 
Las Vegas. Please tell me how important each reason is for you in your decision to choose one specifi c property 
over another. Please use a 1 to 10 scale where a 1 means the reason is not at all important and a 10 means the 
reason is very important. You may use any number on this 1 to 10 scale. Do you understand how this 1 to 10 
scale works? How important is             in your decision to choose one place to visit over another?

Performance question
Now I am going to read you a list of features that may or may not describe some of the casinos in the Las 
Vegas area. We’ll use a 1 to 10 scale where 1 means it ‘does not describe the casino at all’ and 10 means it 
‘describes the casino perfectly’. If you have not been to the casino personally, please base your answers on what 
you have heard or what you believe to be true. The fi rst feature is            . How well does this feature describe 
casino            ?
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relationships such as advertising, consulting and industrial services. Pay-for-performance 
pricing enables the goals of the buyer and the seller to be aligned through the negotia-
tion process. Careful negations are in fact a prerequisite for a successful implementation 
of pay-for-performance-based pricing. In sum, pay-for-performance pricing maximizes 
value for both the customer and the service provider since customers pay only for what 
they value and suppliers can reduce costs by eliminating non-value-added components 
of their services.

Yet its applicability to a wide range of services is limited. There is also a great deal of 
uncertainty involved in this pricing method since the actual dollar amount cannot be 
determined in advance. Finally, pay-for-performance pricing is not appropriate in cases 
where short-term cash fl ows are an integral part of the company’s success (e.g. most 
startup companies).

Modularity pricing
To overcome the challenges caused by intangibility, many service fi rms have turned to 
modularity pricing (Docters et al., 2004). For this pricing strategy to work, it is crucial 
to determine the full range of services that the fi rm’s customers might want. Modular 
service bundles can then be developed to meet individual customer needs and wants. 
The mixing and matching allows the service fi rm to charge for components of its service 
delivery system that might otherwise be offered free of charge. Airlines, for example, have 
mastered modularity pricing – they not only charge for passengers, but also for excess 
baggage, pets, special ticketing, alcoholic beverages, and snacks, and even sometimes for 
pillows.

Modularity pricing enables companies to refl ect both customer needs and their own 
cost structures, thus creating a potential win–win situation. A wide spectrum of prices for 
different components of the service also makes it harder for customers to compare prices 

CSI 40 45 50 55 60 65 70

$179

$185

$189

$180

$159

$155

$140

59.97
Rio

47.91
Bally

63.92
Boulder

53.16
Caesar

43.41
Circus

52.07
Excalibur

54.3
Fiesta

Figure 25.2  Fictional data to illustrate competitive positioning
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across competitors. However, for modular packages to succeed, it is important that there 
is minimal overlap among the service components – no customer is willing to pay twice 
for the same part of service!

Examples of complex service pricing
We next provide three examples of complex service pricing. One example is from the busi-
ness process outsourcing industry, the second is from the healthcare fi eld and the third is 
from the legal profession.

In the business process outsourcing industry, prices are normally based on a fi xed rate, 
where the rate is based upon an agreed metric (e.g. a ‘per-call basis’, a ‘per-minute basis’, 
or a ‘monthly per-head basis’ (Shoemaker, 2007). Price estimates are based upon client-
supplied historical data of call volumes, arrival patterns and average handle time. Call 
centers also earn additional fees for meeting or exceeding specifi c service targets (e.g. 80 
percent of calls answered within 120 seconds and exceeding customer satisfaction goals). 
Call centers are penalized (bonuses) up to 10 percent of the base contract price for not 
meeting (exceeding) the targets.

A leading computer manufacturer has recently taken a more radical approach and has 
asked that bids be based on a ‘per-resolution basis’, regardless of how long it takes to 
resolve the customer’s issue. To accurately create a bid price, call centers have a target 
of a certain number of minutes, on average, to resolve customer issues. This method of 
pricing not only limits the client’s cost, but also results in higher customer satisfaction, 
as there is an incentive to solve the problem as quickly as possible. This is an example of 
performance pricing at its best.

The second example comes from healthcare (Shoemaker, 2007). Since the 1980s the 
federal government has become the key player in determining healthcare pricing. Most 
pricing in today’s environment is driven by the Medicare diagnostic related groups 
(DRGs), which are set by Medicare, Medicaid and other government programs (e.g. 
Champus, Tricare). The healthcare provider and the insurance company use these prices 
to assign fee schedules for each procedure. Insurance premiums are set in part by the total 
number of units of service provided by each of the providers in that healthcare ‘experi-
ence’. Most insurance contracts have a ‘stop loss’ clause where after a threshold dollar 
amount is met, additional payments will be at a discounted charge.

Doctors’ offices have standardized billing codebooks for each type of service provided, 
such as a patient visit, a procedure etc., and the bill becomes a claim, or the ‘gross charge’. 
In the case of hospitals, the patient (patient co-pay plus company contribution) pays 
$1 of premium to the insurance company and typically 15–18 percent of that premium 
goes to the hospital (acute care, sub-acute care, rehab etc.), 15–19 percent to the doctor, 
10 percent to outpatient pharmacy and 15–20 percent to insurance administration and 
sales.

Differentiating services is the key to successful pricing. Typically, around 14 percent of 
healthcare services involve highly specialized services while the rest of the services refl ect 
standard services that fall under ‘commodity’ pricing. The main challenge for healthcare 
organizations is to be able to increase prices in tandem for both the highly profi table 
commodity business and proprietary services. To that end, fi rms differentiate highly spe-
cialized services via special certifi cation (i.e. stroke center, ‘center of excellence’), specifi c 
complex procedures, and state-of-the-art technology.
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Law fi rms typically bill their clients by the hour, partly because that is how business 
has always been done. In addition to the professional code of ethics, competitive prices 
become a key consideration in determining the hourly rate. The billable hour method 
often causes dissatisfaction among clients as it doesn’t tie costs to value and it fails to 
make lawyers accountable for the results. To address these concerns, some law fi rms 
are moving towards alternative fee arrangements including fi xed fees, result-based fees, 
retainers, blended hourly rates and capped fees. Yet there is a great deal of resistance to 
change in the profession. One of the key issues to be addressed is risk and reward allo-
cation. Who should bear the risk of a cost overrun, the risk of bad outcome or the risk 
of compromised quality due to alternative fee structures? Creating hybrid models with 
risk corridors might provide an alternative that satisfi es both the law fi rm and the client. 
These more relationship type fee arrangements have started to gain popularity in recent 
years.

Ways to access consumers’ reservation prices in services

Reference prices and reservation prices
‘Reference price’ is the standard against which the price of a service is judged (Monroe, 
1973) or the price at which consumers believe the product should sell. Consumers use 
both prior expectations and contextual information when forming reference prices 
(Mazumdar et al., 2005), resulting in multiple conceptualizations, including those based 
on predictive expectations (Kalyanaram and Weiner, 1995), normative expectations or 
fairness (Bolton and Lemon, 1999; Campbell, 1999; Xia et al., 2004). In other words, the 
reference price is formed when consumers consider such things as the following: price 
last paid, price of similar items, price considering the brand name, real or imagined cost 
to produce the item, and perceived cost of product failure. The last item is of consider-
able importance because it refl ects consumers’ imaginations of what could go wrong. 
For example, the reference price for a meal at which one is celebrating a special occasion 
is higher than the reference price for a meal with some old college friends, even though 
the restaurant may be the same. The risk of failure is critical in the fi rst case and less 
critical in the second. Moreover, the internal reference price is crucial for continuously 
provided services such as healthcare, utilities, insurance and membership-based services 
(Mazumdar et al., 2005). For these types of services, consumers are likely to focus on 
payment equity (i.e. are they using the service enough, given the price charged; Bolton 
and Lemon, 1999). Hence, a high fi xed fee might induce consumers to use the service more 
while a variable fee might have an opposite effect on service consumption (Mazumdar 
et al., 2005).

The second defi nition fi rms need to understand is ‘reservation price’, which was intro-
duced at the beginning of this chapter. It is the maximum price the customer will pay for 
a product.

Price sensitivity measurement
One way to assess customers’ willingness to pay is through price sensitivity measures 
(Gabor and Granger, 1966; Travers, 1983). This method is based on psychological and 
sociological principles, and aims to examine price perception by determining levels of cus-
tomer resistance as they relate to quality perceptions and the market range of acceptable 
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prices for a specifi c product or service. For each specifi c product or service, four questions 
are asked:

1. At what price on the scale do you consider the product or service to be cheap?
2. At what price on the scale do you consider the product or service to be expensive?
3. At what price on the scale do you consider the product or service to be too expensive, 

so expensive that you would not consider buying it?
4. At what price on the scale do you consider the product or service too cheap, so cheap 

that you would question the quality?

A fi fth question is sometimes asked: what price do you expect to pay?
Answers to the above questions are then plotted to reveal the information necessary to 

determine the appropriate price to charge. The responses to question 3, ‘too cheap’ and 
question 4, ‘too expensive’ are typically graphed with the reversed cumulative distribu-
tions of ‘cheap’ and ‘expensive’, which are then labeled ‘not cheap’ and ‘not expensive’. 
The intersection of these two curves is the point of marginal cheapness (PMC). This is 
the point where the number of respondents who feel the service is too cheap is equal to 
the number of respondents who feel it is not cheap. The intersection of the ‘not expensive’ 
and ‘too expensive’ curves is the point of marginal expensiveness (PME). This is the point 
where the number of respondents who feel the product or service is too expensive is equal 
to the number of respondents who feel it is not expensive. The range of acceptable prices 
(RAP) has the PMC as its lower price limit and the PME as its upper price limit. It would 
be unwise to price outside this range unless there is real change in the perceived value or 
positioning of the product or service.

Lewis and Shoemaker (1997) show how hotel fi rms can use this technique to determine 
the range of acceptable prices for the association meeting market. This technique has been 
used quite successfully in proprietary studies conducted by the lead author of this chapter 
for a large international hotel company for hotel room pricing, a multi-unit restaurant 
and pie shop to determine the pricing of individual pies, an international restaurant chain 
to price its tacos, a major university for the pricing of its executive education programs, 
as well as other service fi rms.

Conjoint analysis is another common way to estimate consumers’ willingness to pay. 
For example, Marriott Hotels used conjoint analysis to build and price its Courtyard 
brand (Goldberg et al., 1984). Conjoint analysis has also been used extensively in the 
cable and the travel industry to determine specifi c combinations of packages to offer and 
at what price.

Unresolved issues and future research directions
We have identifi ed several research topics that require conceptual and empirical atten-
tion to better understand pricing of services. First, our conceptual framework needs to be 
empirically tested. Should our model ‘work’ as we expect, it would provide practitioners 
with a clear set of tools that could be used to price more efficiently.

Second, what is the relationship between price–value and satisfaction in the context of 
services? Recent research suggests that satisfaction generates free word of mouth, thus 
greatly reducing the need for costly marketing campaigns (e.g. Luo and Homburg, 2007). 
Exploring some other key moderators such as emotional reactions to service offering 
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(Ladhari, 2007) or consumers’ loyalty status would be highly benefi cial for deepening our 
understanding of word of mouth in the context of intangible services. This knowledge 
will in turn help us understand how word of mouth infl uences consumers’ willingness to 
pay. While formulas exist to calculate the value of word of mouth (Hallowell, 2001), these 
formulas are often based on the current price charged. The question of interest is: does 
word of mouth infl uence the price that can be charged, and if so, by what amount?

Third, the notion of fairness is an area that warrants future research. Although some 
attention has been paid to fair prices in the context of revenue management, the terri-
tory is largely uncovered (Wirtz and Kimes, 2007). For example, what is the role of the 
Internet (e.g. blogs and consumer review cites) in informing consumers of differential 
pricing policies? Do social comparisons made available via technology make fairness an 
even bigger issue for services? In a similar vein, how do self-service technologies (SSTs) 
(e.g. self-service kiosks) modify consumers’ value perceptions of services? For example, 
do customer preferences for SSTs vary across market segments (Ding et al., 2007)? And 
if SSTs are used, does the consumer consider this to be a ‘time saver’ and hence is willing 
to pay more for the service, or does s/he feel that since the organization is providing less 
service, the customer should pay less? This is not a trivial question as more and more 
services are relying on self-service technologies.

Four, what is the role of framing in infl uencing customer perceptions of service offer-
ings? Although discounts have been shown to have a positive impact on consumers’ per-
ceptions of deal value (e.g. Darke and Chung, 2005), service providers might need to be 
cautious about potential negative effects on quality inferences. Price bundling has been 
effectively used in many service settings (e.g. Soman and Gourville, 2001) to increase the 
perceptions of value, but separating the discounts in multiple savings might also be useful 
in enhancing customers’ value perceptions (Ha, 2006; Johnson et al., 1999). Making sure 
that consumers use the regular price rather than discounted prices as price reference 
might be the key to boosting consumers’ price perceptions (Krishna et al., 2002). For 
example, would reference prices change if on all invoices the following information were 
presented: normal price, discount, price you pay? Currently most invoices only present 
the price paid. Similarly, how does the rationale for the discount impact reference price 
and perceived fairness? This notion of reference price formation in the context of services 
warrants further research (Mazudmar et al., 2005).

Five, technology has made many service fi rms less labor intensive. Consider for 
instance how computer-aided design programs have automated many of the design func-
tions of engineering fi rms. If such fi rms charge by the hour, the price charged should 
also go down, especially after all necessary computer software and equipment has been 
paid for. How should fi rms account for this decrease? How much reduction in price do 
consumers expect, if any?

Six, as more price information becomes more readily available, researchers need to 
understand what is the impact of this information on reference price and price accept-
ability. And, is this impact the same for all services or does it vary by type of service?

Seven, our model has proposed that the eight components of value detailed in Table 
25.3 infl uence both the reservation price and the fi nal price. Future research needs to 
investigate each of these components in more detail as well as the relative infl uence of 
each of the specifi c components on the reservation price and the fi nal price for services. 
For instance, Mathwick et al. (2001) developed an experiential value scale that they used 
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to understand differences in perceived value for catalog versus Internet shopping. It 
would be useful to test this scale for the different services presented in Table 25.1. More 
important would be to test if a relationship existed between the scale score and the price 
paid; and, if such a relationship existed, how could the information be used in pricing?

Temporal value also needs to be investigated further. Leclerc et al. (1995) investigated 
the impact of time versus money and found in two studies that the value of time seemed 
to be highly context dependent. The two contexts investigated were (1) short wait time 
versus long wait time; and (2) a good or service with a high monetary value versus a 
good or service with a low value. The marginal value of time was higher in the short 
wait time context and the high monetary value context. They also found that time is 
nonfungible, which means that time savings and time losses cannot easily be transferred 
and exchanged. The natural question is: how do consumers trade off time for money and 
does this vary by service situation?

Much research has investigated what is known as the ‘pennies-a-day’ strategy 
(Gourville, 1998, 2003; Nagle and Holden, 2002). This strategy states that ‘reframing a 
large aggregate expense as a small daily expense helps to reduce the perceived cost of a 
transaction’ (Gourville, 2003, p. 125). This strategy has been found successful in terms of 
charitable notations, cellular telephone service, and health club memberships. A question 
that has not been investigated is how this strategy can be applied to the framing of one’s 
time. For instance, a television commercial for a large tour operator in Europe shows 
a man lying on a chair that he moves to follow the sun. The voice-over talks about the 
number of hours this man had to work for each day in the sun. The implication is that it 
takes a lot of time to earn a vacation and therefore it is worth paying more to make sure 
the vacation is a good one. In this example the ‘pennies-per-day’ strategy is used not to 
minimize the cost, but to maximize it. This approach has yet be investigated in the pub-
lished literature and a natural question is: ‘Does this approach get customers to pay more 
money than they normally would?’

Another value worth investigating is ‘identifi cation with the organization’. The ques-
tion here is: will consumers pay more to purchase from a fi rm that has similar values? 
This is an important question given that many fi rms now promote that they are ‘carbon 
neutral’ and that their organization is ‘green’. Ginsberg and Bloom (2004) state that con-
sumers are willing to pay more for organic foods because they believe them to be safer 
and healthier. They also state that consumers have been willing to pay price premiums 
for energy-efficient appliances.

An eighth issue for future research is the presentation of the reservation calendar. 
Currently these calendars present exact prices, which imply that consumers must make 
the calculations necessary to examine the price differences between traveling one day 
versus another. No research has investigated the impact on pricing if a base price is pre-
sented and then each day shows the differential from this base. Research could investigate 
the use of a low base price and an increase for other days or the use of a high base price 
and a decrease for other days.

A fi nal issue pertains to service guarantees. Service guarantees might infl uence con-
sumers’ value or price perceptions. Companies that consider fi xing service failures as a 
serious business practice might induce higher satisfaction and repurchase intent levels 
than their counterparts that offer no risk buffers. The interesting question is: will this 
increase in satisfaction and repurchase intent lead to a willingness to pay higher prices? 
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Another question of interest pertains to the relationship between what the fi rm gives back 
to the customer in terms of a service failure and how much, if anything, the customer will 
be willing to pay extra for these guarantees. For instance, Starwood Hotels and Resorts 
provide a sliding scale depending upon what is wrong. For instance, inconveniences 
such as missing bath amenities or slow check-in are worth $15, a large problem that can 
be fi xed is worth anywhere from $25 to $75, and a large problem that cannot be fi xed 
is worth a free night’s stay. Essentially this is an insurance policy for the guest and, like 
all insurance policies, the amount of ‘coverage’ translates into higher premiums. Again, 
modeling the relationship between service guarantees (the coverage) and the price a fi rm 
can charge (the premium) is worth investigating.
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26  Strategic pricing response and optimization in 
operations management
Teck H. Ho and Xuanming Su

Abstract
This chapter reviews how rational customers or buyers should respond to fi rms’ pricing deci-
sions and how fi rms should optimize prices as a consequence of these strategic responses. The 
key departure from standard economic and marketing pricing research is that either customers 
or fi rms are simultaneously faced with other operational choices, such as capacity sizing and 
inventory control, which are of central interest to operations management researchers. The 
chapter covers four broad areas and it is intended to serve as a selective rather than comprehen-
sive review of the extensive literature.

1.  Introduction
The main purpose of this chapter is to provide a selective review of pricing models, with 
an emphasis on issues that are of interest to operations management researchers. Apart 
from pricing decisions, these models tend to explicitly incorporate supply-side consid-
erations that refl ect physical characteristics of production processes, such as inventory 
control, capacity constraints and demand uncertainty. In such settings, there are two 
broad questions: how should rational customers respond to fi rms’ pricing decisions, and 
how should fi rms optimize prices to maximize profi ts?

In this review, we focus on the following four broad areas. The fi rst two areas cover 
pricing and inventory decisions, and the last two areas cover pricing in the presence of 
capacity constraints.

1. EOQ inventory models The classic economic ordering quantity (EOQ) model is an 
inventory model that is typically applied to products with a relatively stable con-
sumption pattern over time. One main advantage is that this model applies to the 
buyer as both a consumer and producer. The model shows how the buyer should 
react operationally in response to the seller’s pricing decisions. On the consumer side, 
the model addresses questions such as optimal shopping frequency and stockpiling 
decisions. On the producer side, the model addresses issues such as fi xed costs (e.g. 
due to batch production or transportation costs) and inventory carrying costs. This 
class of models studies producers’ pricing and inventory decisions as well as con-
sumers’ purchase and inventory decisions in response to sellers’ pricing decisions.

2. Newsvendor inventory models The newsvendor model is another classic inventory 
model in operations management. It is ideally suited for analyzing a business-to-
business setting where a retailer must cope with demand uncertainty by ordering 
from a manufacturer that has long production lead times before the short selling 
season begins. The central dilemma captured by newsvendor models is the tradeoff 
between excess inventory that remains unsold and profi t losses due to insufficient 
orders. Here, we explore how pricing (demand-side control) can complement inven-
tory ordering decisions (supply-side control) to improve the retailer’s profi ts.



558  Handbook of pricing research in marketing

3. Dynamic pricing models For many products, the fi rm has a fi nite capacity that 
cannot be replenished. Examples include airplane tickets, hotel rooms, and even 
fashion apparel. In these settings, revenue management tactics are commonly used 
to optimize prices over time in response to sales performance. Apart from dynamic 
pricing by fi rms, we also review models that consider consumers’ dynamic responses 
to these prices, i.e. whether they should buy or wait for discounts. Here, we focus on 
the effect of fi nite capacity, which creates additional considerations for fi rms (since 
unsold units have little to no value) as well as for consumers (since the item may be 
sold out if the consumer waits too long).

4. Queueing models In operations management, queueing models are typically used to 
capture capacity constraints in service settings. Unlike the dynamic pricing models 
above (where a customer may either get the item or not), queueing models admit 
intermediate outcomes. Here, the waiting time dimension is used to refl ect various 
forms of service degradation associated with excess demand, relative to available 
capacity. Pricing can then be used to infl uence demand to improve profi ts for the 
fi rm. These models study fi rms’ pricing decisions in queueing contexts, and also 
address consumers’ decisions (e.g. whether to enter the queue given the price, how 
much ‘work’ to send to the queue, which priority level to choose, and so on).

In each of the areas listed above, we shall highlight the signifi cance of operational 
considerations. One common theme across all areas is that consumers are active 
 decision-makers and respond strategically to these operational issues (so we refer to them 
as rational or strategic consumers). For example, in EOQ models, consumers choose 
purchase quantities and make stockpiling decisions, and in the dynamic pricing models, 
consumers choose the timing of their purchases. As a result, fi rms’ pricing decisions serve 
as an important strategic lever to shape consumer behavior and optimize profi ts. To draw 
a stark comparison, we occasionally compare the above models with their counterparts 
that do not have the corresponding operational issues. The next four sections review the 
four areas listed above. We provide some closing remarks and suggest broad directions 
for future research in the concluding section.

2.  EOQ-based pricing models
The standard economic ordering quantity (EOQ) model is perhaps one of the most fun-
damental models in operations management. In the standard EOQ setup, a seller charges 
a time-invariant price p. A rational customer who has a constant consumption r per unit 
time must decide how much (Q) to order to minimize her total costs over time.1 The order-
ing policy must consider three cost components: the purchase cost (p per unit); the fi xed 
cost in placing an order, such as traveling cost (denoted by K); and the cost associated 
with inventory holding (h per unit per time period). This implicitly assumes that holding 
cost h does not depend on price or quantity purchased. As a result, this model does not 
account for the cost of capital associated with holding inventory (e.g. fi nancial holding 
cost).

1 There is an equivalent utility maximization problem. Since the consumption rate is exogenous 
and fi xed over time, the ordering policy that minimizes the total cost also maximizes the utility.
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The rational customer’s decision is to choose an optimal ordering quantity Q to mini-
mize the total cost (TC) per unit time. Note that the rational customer places orders at 
an interval of Q/r and at the time when the inventory is zero. The objective function of 
the optimization problem is

 TC(Q) 5 p 
# r 1

Kr
Q

1 h 
#

 

Q

2
 (26.1)

where the fi rst term on the left-hand side gives the purchase cost per unit time, the second 
term is the fi xed cost per unit time and the last term is the average holding cost per unit 
time. Solving the problem yields the optimal economic ordering quantity as follows:

 Q* 5 Å
2Kr

h
 (26.2)

Note that the optimal economic ordering quantity does not depend on the fi rm’s pricing 
decision p even though the optimal total cost increases linearly with p. Let us illustrate 
the above formula with a numerical example. Let the consumption rate (r) be 5 units 
per month, the setup cost per order (K) be $10, and the holding cost be $1 per unit per 
month. Using equation (26.2), we compute the optimal ordering quantity Q* as 10 units 
per order. That is, the consumer must place an order of 10 units every two months.

Ho et al. (1998) extend the EOQ model to investigate how a rational customer should 
strategically respond when the fi rm’s pricing policy fl uctuates over time (i.e. p is a 
random variable). The fl uctuation of the price is described by a time-invariant prob-
ability distribution that consists of S scenarios (i.e. a general discrete distribution with 
pricing scenario ps occurs with a probability ps). The rational customer has knowledge 
of the price distribution but is unaware of the price realization before incurring the fi xed 
cost (or in their context a shopper traveling to visit a grocery store). Once the fi xed cost 
is sunk, the customer observes the price ps and then chooses purchase quantity Qs. Let 
mP 5 gS

s51ps
#

 ps and s2
P 5 gS

s51ps
#

 (ps 2 mp ) 2 be the mean and variance of the distri-
bution respectively. The customer’s ordering policy is to decide how much to order under 
each pricing scenario s, Qs. As before, the total cost per unit time under pricing scenario 
s is given by
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It can be shown that the long-run average cost per unit time is given by
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The customer must select a purchase quantity under each scenario s in order to minimize 
the above long-run average cost per unit time.

The optimal ordering quantity under pricing scenario s shown to be

 Q*s 5 Å
2K*r

h
2  

r
h

 
#

 (ps 2 mP )  (26.5)
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where K* 5 K 2  (  r/2h)  
#

 s2
P. Consequently, the expected economic ordering quantity 

is given as follows:

 m*Q 5 Å
2K*r

h
  (26.6)

Note that the optimal ordering quantity is no longer independent of price once the latter 
is random. It is now linear in price ps. This linear ordering rule states that the ordering 
quantity in scenario s is proportional to the difference between the reference price (the 
average price µP ) and the price of scenario ps. Interestingly, the expected ordering quan-
tity is decreasing in the variance of the price (s2

P). So a higher price fl uctuation induces 
the customer to place more but smaller orders by providing an option value (or order-
ing fl exibility) that effectively reduces the fi xed cost of placing an order. Consequently, 
the rational customer shops more often and places a smaller order when variance of the 
price increases. The authors test these predictions on an extensive dataset from a grocery 
chain and fi nd strong support for them. The authors also extend the model by allowing 
the customer to adjust her consumption rate r in response to price fl uctuation. They 
show that it is optimal for the customer to increase her consumption rate if variance of 
the price increases.2

Let us use the same example above to examine the infl uence of price variability. Assume 
there are two pricing scenarios (i.e. regular ($10) and discounted ($8)), each occurring 
with equal probability of 0.5. Consequently, the price variance is s2

P 5 1 and the revised 
setup cost is K* 5 10 2  (5/2.1) #

 1 5 7.5. Using equation (26.6), the average ordering 
quantity becomes 8.67 units, which is smaller than the average ordering quantity of ten 
units under no price variability. Given the same consumption rate, the consumer must 
shop more frequently.

Assunção and Meyer (1993) consider a similar problem but in a shopping context 
where there is no fi xed cost associated with placing an order (e.g. K 5 0). In their setting, 
the customer pays periodic visits to the store (and hence the travel costs are sunk) and 
must decide in each period how many units to order and consume given a current inven-
tory holding level (Z) and observed price (p). The price fl uctuation is assumed to follow 
a Markov process (i.e. the immediate future price is only a function of the most recent 
observed price). Formally, the customer must solve the following dynamic programming 
problem:

 V(Z, p) 5 max
Q, r

 {U(r) 2 p 
#

 Q 2 h(Z 1 Q 2 r) 1 b 
#

 E [V (Z 1 Q 2 r, pt11 )   0  p 0  } 
(26.7)

where U(.) is the utility from consumption and is concave in r and h(.) is the holding 
cost of inventory. The authors provide structural results on the optimal purchase and 
consumption policies. They show that the customer should order in a period only if the 
current inventory level Z is below a threshold level I (p) (which is a function of price only). 

2 It is assumed that utility is concave in consumption and the customer maximizes the net 
utility, which is the difference between utility from consumption per unit time and the long-run 
average cost per unit time.
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The optimal ordering quantity is given by I (p) 2 Z (i.e. order up to I (p)). The optimal 
consumption is shown to be always increasing in the current inventory (Z) level independ-
ent of the observed price p.3 The customer buys less and consumes more if the holding cost 
increases. Also, both purchase and consumption are decreasing in the observed price p as 
long as some sensible assumptions about future price expectations hold.

Kunreuther and Richard (1971) extend the EOQ model to consider the situation where 
the customer is a retailer who must simultaneously decide how many units to order (Q) 
from the distributor and how much to charge the product to a group of end customers. 
The end-customer demand per unit time and the retail price have a one-to-one mapping 
so that the retailer’s pricing decision is mathematically equivalent to its consumption or 
sales rate decision (r). Formally, the retailer’s profi t function is given by

 P(Q, r) 5 R(r) 2
K 

#
 r

Q
2

h 
#

 Q

2
2 p 

#
 r (26.8)

where R(r) is the retailer’s revenue when it sells r units per period. Differentiating the 
profi t function with respect to Q and r yields the following two simultaneous equations:

 Q* 5 Å
2 

#
 K #

 r* 

h
 (26.9)

 
dR(r)

dr
5 p 1 Å

K #
 h

2 
#

 r*
 (26.10)

where (R(r) /dr)  is the marginal revenue per unit time from the last unit sold when the 
sales rate is r*. The authors use the above results to investigate the costs of sequential 
decision-making (or lack of coordination). They consider an environment where the 
marketing department fi rst chooses r* ignoring the fi xed and inventory holding costs. The 
purchase department then chooses an ordering quantity taking the sales rate r* as given 
(i.e. solving the standard EOQ problem). They fi nd that the costs of sequential decision-
making can be high if the product of fi xed cost and holding cost K · h is high and the 
optimal sales rate r* is small.

Blattberg et al. (1981) show that an economic reason that a retailer might offer special 
sales or deals on its products is the transfer of inventory holding costs from the fi rm to its 
customers. Their model framework consists of two sub-models, one for retailer and one 
for the customer. The idea here is to solve for an equilibrium with each party seeking to 
minimize its total costs. In their customer model (and with usual notations), customer i 
chooses a order quantity Qi in order to minimize the total cost over a purchasing cycle 
of Qi /ri given below:

 TC(Qi ) 5
hi 

#
 Qi

2
 
#

 

Qi

ri
2 d 

#
 Qi (26.11)

where the second term of the left-hand side is the total cost saving due to price deals d over 
the purchase cycle. Note that there is no fi xed cost associated with placing an order (i.e. 

3 This positive relationship between consumption and inventory is used by Bell et al. (2002) in 
their model of customer behavior.
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K 5 0). Solving, we obtain the optimal ordering quantity (Q*) and the optimal purchase 
period (t*) as follows:

 Q*i 5
d 

#
 ri

hi
 (26.12)

 t* 5
d
hi

 (26.13)

Customers are segmented into two groups: the fi rst with high holding costs (hH) and the 
second with lower holding costs (hL). All customers have the same consumption rate r. 
There is a total of N customers of which an a (0 < a < 1) fraction has low holding costs. 
It is assumed that only customers with low holding costs buy on deals. Consequently, the 
aggregate quantity bought on deal is

 QD 5 a 
#

 N 
#

 Q*2 5 a 
#

 N 
#

 

d 
#

 r
hL

 (26.14)

In their retailer model setup, the retailer must choose a deal amount d and the length of 
reordering period T (i.e. retailer’s ordering quantity divided by its sales rate) in order to 
minimize its total cost per unit time. The total cost consists of a fi xed cost per order KR, 
a holding cost (hR per unit per unit time), and costs associated with sales. They show that 
the optimal deal amount and the reorder period are given as follows:

 d* 5 c KR 
#

 hL

N 
#

 r(a 1 (1 2 a )  
#

 
hR

2 
#

 hL

d 2

 (26.15)

 T* 5
d*

hL
 (26.16)

Besides the optimal deal amount d*, the optimal dealing frequency (f *) is the number of 
deals offered in any given time interval t and is simply (t/t*) 5 t 

# (  hL/d*) . The predic-
tions of the overall model are: (1) the deal amount increases when the holding cost to the 
customer (hL) and the fi xed cost (KR) cost increase. It decreases as the the total consump-
tion rate (N 

#
 r)  increases; and (2) the deal frequency increases when the holding cost (hL) 

and the total consumption rate increase and when the fi xed cost decreases. The authors 
fi nd support for these predictions using a panel dataset and hence establish the transfer 
of inventory explanation as a plausible rationale for price promotion.

Jeuland and Narasimhan (1985) consider a similar problem and study how a monopo-
list fi rm should set its price when it serves two groups of customers with different con-
sumption rates. Each group of customers i has a consumption rate ri conditioned on the 
fi rm’s price p given as follows:

 ri 5 ai 2 p (26.17)

where a1 .  a2 .  0. That is, given a price p, group 1 customers consume more than 
group 2 customers. A key assumption is that the high-demand (i.e. group 1) customers 
have a higher inventory holding cost so that the two groups shop differently when faced 
with price promotion. Customers are assumed to make periodic visits to the fi rm so that 
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travel costs are sunk (i.e. customers have zero fi xed costs, K 5 0). The fi rm gives a dis-
count d once every T periods.

Because of high inventory holding cost, group 1 customers never stockpile or forward-
buy, so they purchase and consume in a deal period a quantity given by r1d 5 a1 2 p 1 d. 
During nondeal periods, these customers purchase and consume r1n 5 a1 2 p. Group 2 
customers always forward-buy during the deal period for consumption in all periods. 
These customers consume at a rate of r2 5 a2 2 p 1 d 2 (hT/2) in every period, where 
h is the inventory cost per unit per period.4 The authors establish that it is indeed possible 
and profi table for the fi rm to price-discriminate between the two groups of customers by 
offering promotion deals occasionally. This work provides a theoretical reason why a fi rm 
might want to give discount deals in practice. It highlights a necessary condition (i.e. high 
consumption rate must be accompanied by high inventory cost) for such a promotion 
strategy to be successful.

Bell et al. (2002) extend Jeuland and Narasimhan’s model and study how homogeneous 
fi rms should engage in price promotion in a competitive setting where customers might 
increase their consumption as a result of inventory holding. They consider a two-period 
model in which rational customers must decide how much to buy in each period. A cus-
tomer has two choices, buy either one unit or two units in the fi rst period depending on 
the observed price. If the customer buys one unit, she consumes one unit and must incur 
a fi xed cost K to visit the store again in the second period. In she buys two units, there are 
two possible consumption scenarios. In the fi rst consumption scenario (which occurs with 
probability (1 2 u)), the customer consumes one unit and must incur a cost h to hold the 
second unit for consumption in the second period. The customer does not visit the store in 
the second period. In the second consumption scenario (which occurs with probability u), 
the customer consumes two units and must incur a cost K to visit the store in the second 
period. The authors show that the symmetric equilibrium profi ts for each fi rm are

 P* 5
v 

#
 [v 1 h(1 2 u ) ]  

#
 N

[v 2 h(1 2 u ) ]  
#

 n
 (26.18)

where v is the per unit utility of the product to a customer, N is the total number of cus-
tomers and n is the total number of fi rms in the industry.

It can be readily shown that equilibrium profi ts decrease as u increases. That is, 
increased consumption effect due to price fl uctuation intensifi es price competition. This 
phenomenon occurs because the increased consumption leads to deeper price discounts 
and an increase in the frequency of promotions. They examine both predictions using 
purchase data of eight categories from a grocery chain. Some categories (e.g. bacon, soft 
drinks etc.) are likely to have a higher consumption effect (i.e. higher u) while others (e.g. 
bathroom tissue, detergent etc.) are likely to have a smaller consumption effect (a lower 
u). Overall, they fi nd support for their predictions.

3.  Newsvendor-based pricing models
Like the EOQ model, the newsvendor model is a celebrated and classic model in opera-
tions management. Here, we consider a retailer who must order a product with a short 

4 Note that the average inventory holding cost reduces the consumption rate.
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life cycle from a distributor in order to serve a group of end customers. The end-customer 
demand is random, following a well-behaved cumulative distribution given by F(.) and 
a density function and distribution given by f(.) and F(.) respectively. The retailer buys 
the product at price w and sells it at price p. It has a short and well-defi ned selling cycle 
so that any unsold product must be salvaged. The retailer must place an order of size Q 
before it knows the actual demand. The retailer faces two possible scenarios after the 
demand realization.5 In the fi rst scenario, the actual demand is higher than the order. 
Here the retailer experiences a foregone profi t of (p 2 w) per unit of unfulfi lled demand. 
In the second scenario, the retailer has an overstock of supply because the actual demand 
is smaller than the order. Consequently the fi rm incurs a cost of (w 2 s) per unit of leftover 
supply where s is the unit salvage value of the product. Let the unit underage cost Cu 5 (p 
2 w) and the unit overage cost Co 5 (w 2 s). Formally, the retailer chooses an ordering 
quantity in order to minimize the total expected costs as follows:

 EC(Q) 5 Co3
Q

0

(Q 2 q) # f (q) # dq 1 Cu3
`

Q

(q 2 Q) # f (q) # dq (26.19)

It can be shown that the optimal ordering quantity (Q*) is given by

 F(Q*) 5 P(D # Q*) 5
Cu

Cu 1 Co
 (26.20)

That is, the retailer should order at a level Q* that sets the probability of serving all cus-
tomers to the ratio given by (Cu/Cu 1 Co )  (i.e. the relative underage cost). Readers are 
referred to Porteus (2002) for more details. Let us use a numerical example to illustrate 
the formula given in equation (26.20). Let w 5 $2, p 5 $4 and s 5 $1. Then Cu 5 4 2 
2 5 $2 and Co 5 2 2 1 5 $1. Consequently, we have F(Q*) 5 (2/2 1 1) 5 (2/3). If 
demand follows a normal distribution with mean 100 and standard deviation of 20, then 
the optimal ordering quantity becomes Q* 5 100 1 0.435 # 20 5 108.7 units.

Petruzzi and Dada (1999) extend the standard newsvendor problem by allowing 
the retailer to choose the stocking quantity and price simultaneously. Randomness in 
demand is captured in either an additive or a multiplicative form as follows:

 D(p, e ) 5 y(p) 1 e 5 a 2 b # p 1 e (26.21)

 D(p, e ) 5 y(p) # e 5 a # p2b # e (26.22)

where e has a support [L, H], a density function f(.), and a distribution function F(.). 
It is assumed that leftovers are disposed at the unit cost a and shortages experience 
a per-unit penalty cost of b. If a is negative (i.e. leftovers have a salvage value), then 
 0  a 0  5 s (as defi ned above). Also, if b . 0, there is a loss in goodwill (i.e. the basic news-
vendor problem assumes b 5 0). That is, the underage and overage costs are given as 
Cu 5 (p 2 w 1 b)  and Co 5 w 1 a respectively.

The profi t P(Q,P)  can be written as

5 We assume both order and demand are continuous so that the probability that the order is 
identical to demand is zero.
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  P(Q, p) 5 ep 
#

 D(p, e ) 2 w 
#

 Q 2 a 
#

 [Q 2 D(p, e ) ] if  D(p, e )  #  Q
p 

#
 Q 2 w 

#
 Q 2 b 

#
 [D(p, e ) 2 Q ] if  D(p, e )  .  Q

 (26.23)

Consider the additive case and defi ne the stocking factor z 5 Q 2 y(p) . Then the profi t 
function can be rewritten as a function of (z, p) as

  P(z, p) 5 eP 
#

 [y(p) 1 e ] 2 w 
#

 [y(p) 1 z ] 2 a 
#

 [z 2 e ] if  e #  z
p 

#
 [y(p) 1 z ] 2 w 

#
 Q [y(p) 1 z ] 2 b 

#
 [e 2 z ] if  e .  z

 (26.24)

Expected profi t is:

 
E [P(z,  p) ] 5 3

z

L

(p 
#

 [y(p) 1 x ] 2 a 
#

 [z 2 x ] )  
#

 f (x)  
#

 dx

                       1 3
H

z

(p 
#

 [y(p) 1 z ] 2 b 
#

 [x 2 z ] )  
#

 f (x)  
#

 dx 2 w 
#

 [y(p) 1 z ]
 (26.25)

 5 F(p) 2 L(z, p)  (26.26)

where F(p) 5 (p 2 c)  
#

 [y(p) 1 E(e) ] and L(z, p) 5 Co 
#

 U(z) 1 Cu 
#

 V (z)  where 
U(z) 5 ez

L
(z 2 x)  

#
 f (x)  

#
 dx and V (z) 5 eH

z
(x 2  z)  

#
 f (x)  

#
 dx.

Let po 5 (a 1 b # w 1 E(e) /2b) . If y(p) 5 a 2 b 
#

 p, then the optimization problem 
can be solved sequentially as follows:

1. For a fi xed z, the optimal price is determined uniquely as p* 5 p(z) 5

po 2 (V (z) /2b) .
2. The optimal stocking quantity Q* is given by Q* 5 y(p*) 1 z*, where p* is deter-

mined as above and z* is determined as follows:
 (a)  If F(.) is an arbitrary distribution, an exhaustive search over all possible values 

of z in the region [L, H ] will determine z*.
 (b)  If F(.) satisfi es the condition that 2r (z) 2 1 (  dr(z) /dz)  .  0, where 

r(z) 5 ( f (z) / [1 2 F( . ) ] )  is the hazard rate, then z* is the largest z in the 
region [L, H] that satisfi es (dE(P(z, p(z) ) ) /dz) 5 0.

 (c)  If the condition for (b) is met and a 2 b(w 2 2a ) 1 L . 0, then z* is the 
unique z that satisfi es (dE(P(z, p(z) ) ) /dz) 5 0.

In the multiplicative case, we have D(p, e ) 5 y(p)  
#

 e 5 a 
#

 p2b
 
#

 e. Let z 5 (Q/y(p) ) , 
then the expected profi t function can be rewritten like before as a sum of a deterministic 
profi t term and an expected loss function term:

 E [P(z, p) ] 5 F(p) 2 L(z, p)  (26.27)

where F(p) 5 (p 2 c)  
#

 y(p)  
#

 E(e)  and L(z, p) 5 y(p)  
#

 [Co 

#
 U(z) 1 Cu 

#
 V (z) ].

Let p1 5 (b # w/b 2 1). As before, the optimization problem can be solved sequen-
tially as follows:

1. For a fi xed z, the optimal price is determined uniquely as p* 5 p(z) 5 p1 1 (  b/b 2 1). 
[ (Co 

#
 U(z) 1 b # V (z) /E(e) 2 V (z) ) ].
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2. The optimal stocking quantity Q* is given by Q* 5 y(p*)  
#

 z*, where p* is deter-
mined as above and z* is determined as follows:

 (a)  If F(.) is an arbitrary distribution, an exhaustive search over all possible values 
of z in the region [L, H] will determine z*.

 (b)  If F(.) satisfi es the condition that 2r(z) 2 1 (dr(z) /dz)  .  0, where 
r(z) 5 (  f (z) / [1 2 F( . ) ] )  is the hazard rate and b $ 2, then z* is the unique z 
that satisfi es (dE(P(z, p(z) ) ) /dz) 5 0.

The authors provide a unifying interpretation of the above results by introducing the 
notion of a base price and showing that the optimal price in both the additive and multi-
plicative cases can be interpreted as the base price plus a premium.

Su and Zhang (2008) extend the standard newsvendor problem by allowing the retailer 
to choose the price and customers to choose their timing of purchase (either during the 
selling season or at the end of the season). In their model setup, the fi rm sells the product 
during the selling season at price pr (or regular price) and at the end of the selling season 
at a salvage price ps (the latter is exogenously fi xed). Customers have valuation V for 
the product. They form an expectation of product availability and believe that they will 
obtain the product with a probability Ef at the end of the selling season. Therefore, cus-
tomers will only buy the product during the selling season if V 2 pr $  (V 2  ps) #

 Ef or, 
equivalently, pr #  V 2 (V 2 ps) #

 Ef.
The retailer holds a rational expectation that all customers will not buy the product 

during selling season unless pr #  V 2 (V 2 ps) #
 Ef. Given this expectation, the retailer 

sets p*r 5 V 2 (V 2 ps) #
 Ef . Also, it chooses Q* to maximize its profi t given below:

 p(Q 0  p*r) 5 p*r # min{d, Q} 2 w # Q 1 ps
# [Q 2 d ]1 (26.28)

 or   p(Q 0  p*r) 5 (p*r 2 ps) # min{d, Q} 2 (w 2 ps) # Q (26.29)

where, as before, d is the demand and has a probability and distribution function given 
by f(.) and F(.) respectively.

If customers’ expectation is rational (i.e. Eu 5 F(Q*) or the expectation of product 
availability equals to the actual fi ll rate during the selling season), then it can be shown 
that the optimal regular price and stocking quantity are

 p*r 5 ps 1 "(V 2 pr) # (w 2 pr)  (26.30)

 F(Q*) 5 1 2 Å
w 2 ps

V 2 ps
 (26.31)

Note that the optimal regular price is between w and V. Interestingly, the equilibrium 
stocking quantity Q* is lower than that of the standard newsvendor problem. The fol-
lowing inequality shows this result:

 F(Q0 ) 5 1 2
w 2 ps

V 2 ps
. 1 2 Å

w 2 ps

V 2 ps
5 F(Q*)  (26.32)

where Q0 is the optimal stocking quantity in the standard newsvendor problem.
Using the same numerical example for the optimal ordering quantity (26.20) in 



Strategic pricing response and optimization in operations management   567

the basic newsvendor model above, we have ps 5 s 5 $1 and V 5 p 5 $4. Hence 
F(Q*) 5 1 2 !(2 2 1/4 2 1) 5 0.5774, implying an optimal ordering quantity of 
94:12 units (i.e. 100 2 0:294 ? 20). Notice that this optimal quantity is smaller than 108.7 
units obtained before.

Dana and Petruzzi (2001) extend Petruzzi and Dada’s (1999) model by allowing cus-
tomers to actively choose whether or not to visit the retailer depending on its price p and 
stocking quantity Q, which are assumed to be known to the customers before they make 
their visit decision. Customers are heterogenous in two ways. First, they have a value of 
either V > 0 or V 5 0 for the product. Second, each customer has an outside option u. 
The number of customers with a positive value V (assumed to be continuous), d, has a 
support of [L, H] and a probability and distribution function of f(.) and F(.) respectively. 
The expected number of customers with positive value is µ 5 E(d). Similarly, the outside 
option value has a probability and distribution function of g(.) and G(.). The retailer 
must choose its price and stocking quantity ex ante (i.e. before observing the realizations 
of d and u).

Let û be the outside option of the marginal customer, the person who is indifferent 
between the outside option and visiting the store. Then the retailer’s total demand is 
d?G(û). Its total sales is min(Q, d ? G(û)), so the expected demand and sales are

 E [Demand( û) ] 5 3
H

L
x # G( û) # f (x) # dx 5 m # G( û)  (26.33)

 E [Sales(Q, û) ] 5 3
H

L
min(Q, x # G( û) ) # f (x) # dx 5 m # G( û) 2 E [d # G( û) 2 Q ]1 

(26.34)

Note that û is a function of the retailer’s price and stocking quantity. In fact û solves the 
following implicit function:

 û 5 f (Q, û) # (V 2 p)  (26.35)

where f(Q, û) is the probability that a random customer is served (i.e. fi ll rate). 
It is the ratio of the expected sales and demand and is given by (E [Sales(Q, û) ] / 
E [Demand( û) ] ) 5 1 2 (E [d 2 (Q/G( û) ) ]1/m) . The retailer’s expected profi t is

 p # E [Sales(Q, û) ] 2 w # Q (26.36)

Let z 5 (Q/G( û) ) . Then the fi ll rate can be rewritten as F(z) 5 1 2 (E [d 2 z ]1/m)  
and û can be solved using the revised implicit function û 5 F(z) # (V 2 p) . Since 
p 5 V 2 ( û/F(z) ) , the retailer’s optimization problem is to choose û and z to maximize 
the expected profi t given below:

 p(z,û) 5 cV 2
û

F(z)
d # G( û) # cm 2 3

H

z

[1 2 F(x) ]dx d 2 w # z # G( û)  (26.37)

The authors fi rst consider the case where the price is set exogenously. Here they show 
that a retailer that takes into account the effect of its stocking quantity on customers’ visit 
decision carries more inventories, attracts more customers, and earns a higher expected 
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profi t than a retailer that ignores this effect. When price is set endogenously, they show 
that the two-dimensional optimization problem can be reduced to two, sequential, 
one-dimensional optimization problems by fi rst solving for z* locally and then given z* 
solving for u* globally.

Deneckere and Peck (1995) extend the standard newsvendor problem by incorporat-
ing competition. In their model setup, there are n fi rms and each fi rm i simultaneously 
chooses a stock quantity Qi and the price pi. Customers know both the stocking quantities 
and prices of all fi rms before making their store visit decision. It is assumed that leftovers 
are disposed at zero cost and there is no loss in goodwill associated with shortages (i.e. 
a 5 b 5 0 or Co 5 w and Cu 5 p 2 w). Note that the outside option of a customer for 
each fi rm is defi ned by other fi rms’ strategies. As before, the number of customers has a 
probability and distribution function of f(.) and F(.) respectively. The mean number of 
customers is denoted by µ. At equilibrium, customers choose a mixed strategy (ms1, . . ., 

msn) and msi represents the probability that a customer visits fi rm i. The fi ll rate of fi rm i 
given a stocking quantity Qi and msi is

 f (Qi 0  msi ) 5 E cmin(Qi,msi
# d)

msi
# d

d  (26.38)

Hence, fi rm i’s expected profi t is given by

 Pi (pi, Qi ) 5 pi
# m # msi

# f (Qi 0  msi ) 2 w # Qi (26.39)

The authors show that an equilibrium in which all fi rms choose pure strategies, if it exists, 
is unique and is characterized as follows:

 Q*i 5

F 
21a1 2

w
V
b

n
 (26.40)

 p*i 5

w # F 
21a1 2

w
V
b # n

n 2 1

m # faF 
21a1 2

w
V
bb 1 w #

faF 
21a1 2

w
V
bb

v # (n 2 1)

 (26.41)

 msi 5
1
n

 (26.42)

The authors show that if n is sufficiently large, the above equilibrium always exists. In 
addition, they show that the optimal stocking quantity decreases with the purchase cost 
w, increases with the customer value V and is independent of the number of fi rms n. The 
optimal price, on the other hand, increases with V and decreases with n and is ambiguous 
with respect to w.

Dana (2001) extends Deneckere and Peck’s (1995) model by making stocking quanti-
ties unobservable before customers visit a fi rm. As before, let msi denote the probability 
with which a random customer visits fi rm i. Customers visit only one fi rm. There is no loss 
in goodwill for shortages and leftovers can be disposed at zero cost. The author consider 



Strategic pricing response and optimization in operations management   569

two closely related models. In the fi rst model (Bertrand model), fi rms commit to observ-
able prices before they choose their stocking levels. In the second model (Cournot model), 
fi rms commit to their stocking levels before they choose their prices. Here, a fi rm’s price 
acts as a ‘signal’ of the stocking level it chooses.

In the Bertrand model, taking prices and consumers’ subgame-perfect equilibrium 
strategies (ms1, . . ., msn) as given, fi rm i solves

 maxQipi
# 3

H

L
min(Qi, msi

# d) # f (x) # dx 2 w # Qi (26.43)

to determine the stocking quantity. The optimal stocking quantity Q*( pi, msi) is solved 
by the standard newsvendor condition given by F(Q*( (pimsi ) /msi ) ) 5 (pi 2 w/pi ) . 
Consequently, it can be shown that each fi rm sets a price to maximize consumer surplus. 
That is, p* 5 arg maxp$w (V 2 p) # f (F 

21 ( (p 2 w/p) ) ) , where f(.) is the fi ll rate as 
defi ned above.

In the Cournot model, it is assumed that customers conjecture that each fi rm has 
chosen the optimal stocking level given the fi rm’s observed price and its competitors’ 
equilibrium prices. Given this assumption, the author proves that there exists a unique 
symmetric pure-strategy equilibrium in which every fi rm offers a common price and con-
sumers’ equilibrium strategies satisfy msi 5 (1/n)  (similar to the results of Deneckere and 
Peck’s 1995 model.) The authors then show that the Cournot equilibrium price is always 
higher than the Bertrand price and that the difference depends on the number of fi rms. 
As the number of fi rms increases, the equilibrium price of the Cournot model converges 
to that of the Bertrand model. In both cases, it is shown that industry profi ts are strictly 
positive even when there are arbitrarily many fi rms.

4.  Dynamic pricing
In many situations, pricing decisions can be revised periodically in response to current 
information or market conditions. Static models that yield a single fi xed price would not 
be adequate in providing guidance on how prices should be adjusted over time. In this 
section, we review several dynamic pricing models and highlight the managerial insights 
that they provide.

We fi rst discuss the dynamic pricing model developed by Gallego and van Ryzin 
(1994). They consider a monopolist seller operating in a fi nite time horizon of length T. 
The seller has a fi nite inventory of N units to sell over the time horizon. The seller may 
adjust prices p(t) dynamically over time t [ [0, T]. Demand arrives according to a Poisson 
process with rate l. Each arriving customer has i.i.d. (independent and identically dis-
tributed) valuations for the product that follow distribution F. Therefore sales occur (at 
prevailing prices) according to a variable-rate Poisson process with intensity l(p) 5 l(1 
2 F(p)) dependent on the current price. In other words, during the small time interval 
[t, t 1 e), a customer arrives with probability le, and given that the current price is p(t), 
this arrival purchases with probability 1 2 F(p(t)). Units remaining at the end of the time 
horizon have no value. This model captures constraints in both inventory and time, and 
can be applied to travel industries (airlines and hotels), fashion retailing, as well as other 
seasonal or perishable items.

For this model, the seller’s pricing problem can be formulated as follows. Let J(n, t) 
denote the value function, representing the seller’s optimal continuation payoff at time 
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t and with n units of inventory remaining. Consider a small time interval [t; t 1e). The 
Hamilton–Jacob–Bellman (HJB) equation for this stochastic control problem can be 
written as

 J*(n, t) 5 sup
p

{l (p)e [p 1 J*(n 2 1, t 1 e) ] 1 (1 2 l (p)e)J*(n, t 1 e ) 1 o(e)  
(26.44)

Rearranging and taking limits, we obtain

 2
'J*(n, t )

't
5 lim

eS0

J*(n, t ) 2 J*(n, t 1 e )
e

 (26.45)

 5 sup
p

 l (p) [p 1 J*(n 2 1, t) 2 J*(n, t ) ] 5 0 (26.46)

where we have assumed regularity conditions (to interchange limits and supremums) 
and the last equality follows from the zero-derivative fi rst-order condition. The bound-
ary conditions are J* (n, T ) 5 0 (since remaining units have zero value) and J*(0, t) 5 0 
(there is nothing to sell). With these boundary conditions and the HJB equation, we can 
numerically compute the optimal price p*(n, t) corresponding to having n units on hand 
at time t. However, for a general demand intensity l(p), the optimal price does not admit 
an explicit characterization. Nevertheless, there is an intuitive interpretation of equation 
(26.46). The rate of change of the value function J*(n, t) is determined by two terms: the 
revenue accrued from consummating a sale at price p; and a loss of J*(n, t) 2 J*(n 2 1, 
t), which can be interpreted as the option value of retaining the nth unit for sale in the 
future.

In their analysis, Gallego and van Ryzin provide additional results. They show that 
the optimal prices p* (n, t) are decreasing in both n and t. Put differently, as the inventory 
level n increases, the optimal price drops; similarly, as we have less time to sell, the risk 
of having unsold units increases and thus the optimal price also falls. In addition, the 
authors consider a deterministic version of the problem. In this version, the instantane-
ous demand rate is now deterministic at l(p); that is, given price p, units are sold at this 
constant rate. They demonstrate that for this deterministic problem, the optimal solution 
is to set a fi xed price for the entire time interval. This optimal price is the maximum of 
p* and p0, where the p* is the price that maximizes the revenue rate pl(p) and p0 is the 
‘run-out’ price under which all N units will be sold out at exactly time T, i.e. l(p0) 5 N/T. 
This result is intuitive because when there is sufficient inventory, charging p* maximizes 
revenue, but when inventory is too low, it is preferable to sell all units at a higher price p0. 
(Here, an assumption that the revenue function pl(p) is quasi-concave is used.)

Let us now summarize the insights from the Gallego and van Ryzin model. First, 
optimal prices can be determined by assessing the tradeoff between sales at the current 
price and the option value of unsold units. Since this option value decreases with more 
inventory and also as time passes, optimal prices should also follow these trends. Second, 
the price dynamics in this model are driven primarily by demand uncertainty. In an 
analogous setup with deterministic demand, we see that a single fi xed price is optimal. 
Therefore, this model is useful in isolating the price dynamics that are important in envir-
onments with high demand uncertainty as well as other operational considerations such 
as inventory and time horizon constraints.
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Next, we turn to another class of dynamic pricing models. These models study inter-
temporal price discrimination by durable goods monopolists. The basic setup involves a 
monopolist fi rm selling a durable product to a fi xed market of consumers with heteroge-
neous valuations. The monopolist’s problem is to set prices optimally over time so that 
consumers are willing to buy. In particular, consumers form rational expectations over 
future prices and thus are not willing to buy if they anticipate more attractive purchase 
opportunities in the future. Therefore, while the previous class of models focuses on man-
aging uncertainties in the demand process, intertemporal price discrimination models 
focus on the strategic interactions with rational consumers.

We fi rst review the two-period model of Bulow (1982), which makes the analysis rather 
transparent. In this model, the monopolist faces demand curve of the form p 5 a 2 bq 
and sells over two periods. In other words, if a quantity q1 is sold in the fi rst period, the 
effective demand curve in the second period is p 5 (a 2 bq1) 2 bq, so the fi rm maximizes 
revenue from second-period sales by producing q2 5 (a 2 bq1)/(2b) units and selling them 
at price p2 5 (a 2 bq1)/2. Therefore rational consumers, upon observing that q1 units are 
sold in the fi rst period, will expect the second-period price to fall to p2. Now, the crucial 
step is to recognize that in order for q1 units to be sold in period 1, the price p1 must 
be chosen such that the marginal consumer (who has valuation a 2 bq1) is indifferent 
between buying and waiting. In other words, assuming the discount factor d, we need

 a 2 bq1 2 p1 5 d(a 2 bq1 2 p2 ) 5 d(a 2 bq1 ) /2 (26.47)

 p1 5 (1 2 d/2) (a 2 bq1 ) . (26.48)

Finally, we maximize the total revenue over both periods by solving

 Max
q1,q2

(1 2 d/2) (a 2 bq1 )q1 1 d(a 2 bq1 2 bq2 )q2 (26.49)

The key to this type of analysis is to characterize the reservation prices of consumers 
who form rational expectations over future prices by predicting the monopolist’s optimal 
actions. Given these reservation price constraints, the monopolist’s dynamic pricing 
problem can then be formulated and solved. As an illustration, consider the following 
example with a 5 b 5 $1 and d 5 0.5. At the profi t-maximizing solution, the monopolist 
sells q1 5 0.4 units at price p1 5 $0.45 in period 1 and sells q2 5 0.3 units at price p2 5 $0.3 
in period 2. The total profi t earned is $0.225.

The two-period model above can be extended to infi nite horizon settings. This was 
the setting considered by Coase (1972), who fi rst proposed the durable goods monopoly 
problem. He conjectures that durability eliminates monopoly power because as long as 
prices remain above marginal cost, the monopolist will have the incentive to lower the 
price (to sell additional units) after some consumers have bought, so these consumers will 
not be willing to buy in the fi rst place. Stokey (1981) solves the infi nite-horizon pricing 
problem and characterizes the monopolist’s optimal falling price path. In a related analy-
sis, Stokey (1979) assumes that the monopolist commits to the temporal price schedule 
and fi nds that a single fi xed price is optimal; this suggests that if the monopolist could 
commit, he would prefer not to price-discriminate over time. This point is evident from 
the numerical example above: if the monopolist could commit not to lower prices in 



572  Handbook of pricing research in marketing

period 2, he essentially faces a single-period monopoly pricing problem, for which the 
optimal solution is to sell 0.5 units at price $0.50, yielding profi t $0.25 (which is higher 
than $0.225 above). Besanko and Winston (1990) isolate the effect of consumer rational 
expectations by comparing a model with strategic consumers (similar to Stokey, 1981) 
to a model with myopic consumers (in which consumers are not forward looking and 
purchase as soon as the price is below their valuations). They show that relative to the 
static monopoly price, prices are uniformly lower with strategic consumers and prices are 
uniformly higher with myopic consumers. In addition, prices start higher and fall faster 
when there are myopic consumers, as compared to strategic consumers.

A related model by Conlisk et al. (1984) studies intertemporal price discrimination 
when there is a continual infl ux of new consumers. (The models reviewed in the previous 
two paragraphs assume that all consumers are present at the start of the time horizon.) 
In some sense, this demand structure is similar to the customer arrival processes in the 
Gallego and van Ryzin setup, although customer infl ows are deterministic here (i.e. N 
consumers enter the market each period). There are two customer types: a fraction a are 
high-types with valuation VH and the rest are low-types with valuation VL. The discount 
factor is b per period. Consumer rational expectations and heterogeneous valuations con-
tinue to play a major role. In this environment, the authors show that the optimal solution 
involves cyclic pricing. Each price cycle, of duration n periods, is characterized by

 pj 5 (1 2 bn2 j )  VH 1 bn2 jVL (26.50)

for j 5 1, . . ., n. There are periodic ‘sales’ (when j 5 n) through which the monopolist 
‘harvests’ the low-valuation consumers that have accumulated in the market; prices sub-
sequently return to the ‘regular price’ level at the start of each cycle (  j 5 1) and gradually 
decline until the next sale at the end of the cycle (  j 5 n). In each price cycle, the price 
path is chosen so that high-valuation customers are willing to buy rather than wait for 
the sale; thus prices are higher the further away the anticipated sale is. Time discounting 
is quite important in driving the price cycles in this model. Another important element 
is the assumption that the monopolist is unable to commit to future prices. Sobel (1991) 
analyzes the case in which commitment is feasible, and he shows that the seller’s optimal 
solution is to commit to a fi xed price, similar to the above case where there is a fi xed 
market of consumers. This suggests that commitment power diminishes the usefulness of 
dynamic pricing when selling to strategic consumers.

Observe that the durable goods monopoly models described above do not involve 
inventory or time constraints. The fi rm is able to sell as many units as demanded at 
each price. Moreover, most models have infi nite time horizons. This is in contrast to the 
Gallego and van Ryzin setup, in which there is a fi nite inventory to sell over a limited 
time period, so each unsold unit has a dynamically evolving option value that shapes the 
optimal prices. The stark difference between these two strands of work motivates a third 
class of models, which incorporates both perspectives into a single framework. These 
relatively more recent models contain two main ingredients: operational constraints (i.e. 
in time and inventory) as well as strategic constraints (i.e. consumer rational expectations 
and sequential rationality). Aviv and Pazgal (2008) develop a model with Poisson cus-
tomer arrivals and analyze the optimal timing of a single price discount. Su (2007) uses a 
simpler deterministic demand structure to study the fi rm’s dynamic pricing problem.
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We review the basic model by Su (2007). The setup is based on the deterministic setting 
in Gallego and van Ryzin, where there is a fi nite inventory N to sell over a fi nite time 
horizon T. This puts the operational constraints in place. Next, the main ingredient of 
durable goods monopoly models is added: strategic customers, who arrive according to 
a deterministic fl ow process, form rational expectations of future prices and optimally 
choose between buying versus waiting. This behavior generates incentive constraints 
that prices must satisfy in order to induce purchases. The derivation of these incentive 
constraints is similar in spirit to the analysis in (26.47)–(26.48). With both operational 
and incentive constraints in place, the fi rm’s pricing problem can then be formulated and 
the optimal prices characterized. In this model, there is a mixture of strategic customers 
(with rational expectations) and myopic customers (who purchase as soon as prices are 
below their reservation values). Moreover, consumers may have high valuations (VH) or 
low valuations (VL). This creates four consumer segments: strategic-highs, strategic-lows, 
myopic-highs and myopic-lows. Depending on the relative sizes of these four segments, 
the optimal price path may take one of two forms: (1) prices start at VL and jump to 
VH at some point during the selling season; or (2) prices start high at VH and drop to an 
intermediate price p e (VL, VH) before the end of the season, when prices fall to VL. These 
results can also be extended to incorporate time discounting in the form of waiting costs 
(i.e. customers may face waiting costs when delaying purchases).

Two surprising results emerge from this model. First, note that a remarkably robust 
fi nding from the stream of revenue management literature following Gallego and van 
Ryzin is that optimal prices (on average) tend to fall as time passes. This is intuitive, given 
that the option value of unsold units declines over time. However, once strategic customer 
behavior is added to the picture, the optimal price path may either increase or decrease 
over time. This endogenous structure of optimal price paths depends on the composition 
of the customer population, and in particular, on the correlation between strategic behav-
ior and reservation prices. The main result is that, when strategic customers have higher 
reservation prices than myopic customers, optimal prices increase over time. However, 
in the reverse case, decreasing prices (e.g. markdowns) serve as an intertemporal price 
discrimination device because the seller is able to extract higher revenues from myopic 
customers who do not wait. This suggests that option value considerations (which gener-
ate declining price paths) are no longer dominant when there are strategic interactions 
in the marketplace. Second, a common fi nding in the durable goods monopoly literature 
is that strategic customers with rational expectations hurt seller profi ts. In the extreme 
case of the Coase conjecture, monopoly profi ts are completely eroded. However, by 
incorporating operational constraints, the model demonstrates that strategic behavior 
may benefi t the seller. This is because low-valuation customers, by competing with high-
valuation customers for product availability, may increase their willingness to pay. This 
effect is driven by the operational constraints, because otherwise there would be no notion 
of ‘product availability’. In essence, with limited inventory and limited time, rational 
consumers need not only consider future prices, but also future availability.

5.  Queueing models
For many situations, queueing models provide a useful way to capture capacity limita-
tions. We begin this section with a description of a standard textbook queueing model, 
and then review the classic work that incorporates pricing effects into queueing models.
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Consider a single-server queue facing a stream of customers who arrive over time 
according to a Poisson process of rate l. Service is rendered in a fi rst-come-fi rst-served 
basis, and service times for each customer are independently, identically and exponen-
tially distributed with rate µ. We denote r 5 l/µ and assume r < 1. It is well known 
that the average time spent in the queue, including service time, is 1/(µ 2 l). Therefore 
we may interpret the customer arrival rate l as demand and the service rate µ as the 
capacity of the queue. Then, increasing demand generates congestion effects that lead 
to longer waits for all customers. Observe that queueing models exhibit ‘soft’ capacity 
constraints in the sense that all customers will eventually be served. This is in contrast 
to operations models with fi nite inventory, in which some customers may not obtain 
the product in the event of a stock-out, so there are ‘hard’ capacity constraints. For this 
reason, queueing models are often applied to service contexts where the consequences 
of capacity limitations are more subtle. The waiting time that customers face as a result 
of queueing capacity µ may also be interpreted as a degradation in other dimensions 
of service quality.

The classic model that considers pricing in queueing models is proposed by Naor 
(1969). The fundamental premise is that customers, upon arrival and observing the 
current state of the queue, may choose whether to join. Customers earn a reward of R 
upon completion of service at the queueing station but incur waiting costs at a rate of 
C per unit time. Thus, if a customer arrives at a queue with n other customers in line, 
the expected payoff from joining is R 2 nC/µ (compared to zero from departing). This 
implies that the customer leaves the queue whenever the queue length exceeds a particular 
threshold, k 5 :Rµ/C;. Now, suppose that the server charges some price p. By the same 
logic, customers will now adopt the threshold strategy

 k(p)  5  : (R 2 p)m/C; (26.51)

i.e. join if n # k(p) and leave if n > k(p). This sets up the framework to study pricing 
effects in queues. Given a particular price p, we can characterize the resulting demand 
pattern. Consider the following numerical example. Suppose that customers arrive to 
a coffee stand at a rate of l 5 1 customer per minute, and that they can be served at a 
rate of µ 5 2 customers per minute. Further, customers value their coffee at R 5 $10 but 
assess waiting costs to be C 5 $1 per minute. Then, we see from equation (26.51) that 
customers are willing to wait in line for free coffee (i.e. when the price is p 5 0) as long 
as there are no more than k 5 20 customers in line. However, when the price p 5 $5 is 
charged, customers are no longer willing to wait in line when there are more than k 5 
10 people waiting.

From a revenue maximization perspective, the queue manager should optimally 
balance the tradeoff between a high price and the consequent reduction in demand. 
Corresponding to price p, customers join the queue only when the queue length is less 
than or equal to threshold k(p). From queueing theory (see, e.g., Gross and Harris, 1998; 
Wolff, 1989), the probability that a customer joins the queue is (1 2 pk(r)/1 2 pk(r)11 ) . 
In other words, the demand function is

 D(p) 5 l
1 2 rk(p)

1 2 rk(p)11
. (26.52)
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The manager should charge the optimal price p* that maximizes the expected revenue 
rate pD(p). This induces the customer threshold strategy k* 5 k(p*) that maximizes the 
fi rm’s revenue.

Alternatively, from a social planner perspective, we may write down the social welfare 
function as

 SW(p) 5 RD(p) 2 CN(p)  (26.53)

 5 lR
1 2 rk(p)

1 2 rk(p) 11
2 C c r

1 2 r
2

(k (r) 1 1)rk(p)11

1 2 rk(p)11
d  (26.54)

The fi rst term is the rate at which reward is earned, and the second term is the rate at 
which waiting cost is incurred; here, N(p) denotes the average number of customers in 
the queue at any point in time and can be expressed in terms of k(p) as shown above. 
Therefore the fi rst-best can be attained if the fi rm charges the price that maximizes social 
welfare SW(p). Let us denote the fi rst-best price as pFB and the resulting customer thresh-
old as kFB 5 k (pFB ) .

Apart from laying out the framework above, Naor (1969) also provides the following 
comparative results. He shows that

 k* , kFB , k0 (26.55)

where k0 denotes customers’ queue-joining threshold strategy in the absence of prices (i.e. 
p 5 0). Analogously, the following also holds:

 p* . pFB . 0. (26.56)

Using our numerical example above, we fi nd that the revenue-maximizing price is p* 5 
$8.50 while the socially efficient price is pFB 5 $5. Equivalently, the revenue-maximizing 
and fi rst-best queue-joining thresholds are k* 5 3 and kFB 5 10.

There are two key insights. First, revenue maximization leads to prices above the 
socially efficient level, and second, achieving fi rst-best requires positive prices (above 
marginal cost). The fi rst is consistent with standard monopoly pricing models, but the 
second is not. This is due to the negative congestion externality that is present in queueing 
models. Customers make their joining decisions in self-interest even though their current 
decisions will infl uence the well-being of future arrivals. In this situation, pricing can be 
used to address such externalities and attain fi rst-best.

Thus far, we have assumed that customers are served in a fi rst-come-fi rst-served order. 
In an interesting analysis, Hassin (1985) considers the opposite extreme of last-come-fi rst-
served priority rules. In this case, since all future arrivals will be placed in front of current 
customers, these current customers will take them into consideration. The consequence is 
that equilibrium-joining behavior will be socially optimal even in the absence of pricing. 
However, Hassin points out a strategic difficulty involved with last-come-fi rst-served 
queues. Now, customers have the incentive to leave and re-enter the join, presumably 
disguised as a new arrival. In the analysis, such behavior is assumed away, but in prac-
tice, substantial monitoring may be required. Certainly, there are also equity and fairness 
issues that have not been accounted for.
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This modeling framework has been shown to be robust along several dimensions. The 
restriction to customer threshold joining strategies is an important simplifi cation but 
currently holds only under the assumption of Poisson customer arrivals. Yechiali (1971) 
extends this setup to general arrival processes and shows that threshold-type policies is 
without loss of generality. In another paper, Yechiali (1972) extends the analysis to multi-
server systems. While we have considered only linear waiting costs and linear rewards, 
Knudsen (1972) analyzes general nonlinear cost and reward structures and shows that 
the basic insights still hold. Lippman and Stidham (1977) introduce discounting and 
also consider fi nite time horizons; they also fi nd that the structure of the results remains 
unchanged. This line of research demonstrates that for economic and managerial analy-
sis, it is usually sufficient to focus on simple models, such as single-server exponential 
systems. Nevertheless, even for such ‘simple’ models, there is usually a high degree of 
technical complexity involved. This is because for most dynamic queueing processes, 
characterizing performance measures (such as waiting time and number of customers in 
queue) is not an easy task.

Another modeling approach is to consider a static steady-state analysis of queueing 
systems. Here, we review the framework proposed by Mendelson (1985). The start-
ing point is a value function V (l), which represents the total value of performing 
the service when the aggregate arrival rate is l. We assume that V is concave, as this 
captures the decreasing marginal value of each additional unit of customers served. 
In other words, the value of service to the marginal customer is V’(l). Apart from the 
service rewards, there are also waiting costs due to capacity constraints. Letting W(l) 
denote the average wait time and C denote the waiting cost (per unit time), we see that 
corresponding to arrival rate l, the waiting cost incurred by each customer is CW(l). 
Therefore, in the absence of pricing, equilibrium arrival rates chosen by the customer 
population satisfi es

 V r (l ) 5 CW(l )  (26.57)

Similarly, when each customer faces an admission fee p, the equilibrium arrival rate is 
l(p) given implicitly by

 V r (l (p) ) 5 p 1 CW(l (p) )  (26.58)

We stress that for any price p, the equilibrium is unique since V is concave in l (so V9 is 
decreasing in l) and W is increasing in l. Therefore, there is a one-to-one relationship 
between prices and equilibrium arrival rates, and we may use p(l) to denote the price 
that can be used to induce arrival rate l. In this setup, the implicit assumption is that 
customers do not observe queue lengths when making joining decisions, but instead base 
their decisions on the expected steady-state queue lengths. This simplifi es the analysis 
since customer decisions no longer dynamically depend on the evolution of the stochastic 
queueing system.

Using this modeling approach, we may proceed to study profi t-maximizing pricing 
schemes and compare them to the fi rst-best. For a given price p, the fi rm’s revenue rate is

 II(p) 5 l (p)  
#

 p 5 l (p)  
#

 [V r (l (p) ) 2 CW(l (p) ) ] (26.59)
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In terms of l, we have

 II(l ) 5 [V r (l ) 2 CW(l ) ]. (26.60)

Therefore, we may maximize this expression to fi nd the profi t-maximizing arrival rate l*. 
The fi rm’s optimal price is then given by p* 5 p(l*). Similarly, we now characterize the 
fi rst-best outcome. In terms of arrival rate l, the social welfare function is

 SW(l ) 5 V(l ) 2 lCW(l )  (26.61)

Maximizing this expression over l, we obtain the fi rst-best arrival rate lFB. This can be 
sustained in equilibrium by imposing the fi rst-best price pFB 5 p(lFB ) . Consistent with 
Naor’s model, this setup also yields p* . pFB . 0.

This modeling framework has been extended to incorporate multiple customer classes. 
In Mendelson and Whang (1990), there are multiple customer classes, each with differ-
ent value functions Vi and waiting costs Ci. Customer classes are unobservable, so this 
is a hidden information problem. The authors analyze a priority pricing mechanism; 
that is, paying different prices corresponds to receiving different priorities in the queue 
and thus incurring different waiting times. The pricing mechanism can be designed to be 
incentive compatible and socially optimal. This analysis highlights an interesting feature 
of queueing models: with just a single server (producing a single good), the addition 
of priorities essentially introduces multiple different goods, which can be used to price 
discriminate amongst different customer classes. Subsequently, Lederer and Li (1997) 
extend this analysis to a competitive setting. In another paper, Van Mieghem (2000) 
introduces methodology to treat the case of convex delay costs (rather than linear delay 
costs assumed above). This modeling framework is quite fl exible and can be extended 
to include another dimension of choice by customers: apart from choosing whether to 
join the queue, customers may also choose how much service to request. In some sense, 
this resembles a quantity decision. Ha (2001) studies this scenario and derives optimal 
incentive-compatible pricing mechanisms.

6.  Conclusions
In this chapter, we introduce four broad areas of research in operations management that 
relate to pricing. A central theme that cuts across all areas is that customers are active 
and strategic, and they maximize their utility by choosing an appropriate buying and/
or operational action. In reviewing each area, we fi rst describe a classic model in opera-
tions management and show how subsequent research extends these standard models. 
Our review is deliberately selective because we want to show how research and model 
development accumulates in the literature. Our primary goal is to expose marketing and 
economic researchers to the rapidly growing areas of research in operations management 
that relate to pricing.

Table 26.1 summarizes the main fi ndings and insights in this chapter when consumers 
are strategic and actively engage in operational decision-making. In the EOQ inventory 
models, we show that pricing variability leads to higher shopping frequency and smaller 
average purchase quantities. Promotions can serve as an effective vehicle to transfer 
inventory-holding costs from the seller to consumers, and to price-discriminate between 
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different consumers. In the newsvendor inventory models, we show that low prices 
attract more store visits by consumers while high prices signal high product availability. 
In the dynamic pricing models, it is shown that stable prices increase profi ts because they 
discourage strategic timing of purchases. Dynamic pricing can also be effective if con-
sumers have different propensities to wait. Another consideration is that prices should be 
adjusted dynamically to refl ect the option value of unsold units over the selling horizon. 
In the queuing models, we show that pricing above marginal cost induces customers to 
consider the externality they impose on future customer arrivals, and that fi rms can price-
discriminate by establishing service priorities.

Besides making the problem contexts more realistic and richer, operational considera-
tions often infl uence the optimal price of the fi rm signifi cantly. Also, these considerations 
frequently generate more realistic equilibrium outcomes in competitive settings. While 
they are typically accompanied by more challenging analyses, the payoffs seem worth-
while because we begin to see an accumulation of knowledge and insights. The current 
approaches make a major step forward by focusing on making customers active (i.e. or 
in game-theoretic terms, they are players in the model). This is accomplished by making 
them more strategic and rational. Clearly, we do not need to restrict to these standard 
assumptions. In fact, research in psychology and experimental economics suggests that 
these assumptions are routinely violated even when customers are motivated by substan-
tial monetary incentives.

A promising and perhaps more radical approach is to assume that active customers are 
boundedly rational. One can extend the equilibrium analysis to include situations where 
mistakes are allowed but in the way that more costly mistakes are made less frequently 
than less costly mistakes (see McKelvey and Palfrey, 1995), and where a lack of rational 
expectation in belief formation among players is possible (see Camerer et al., 2004). 
Also, consumers care both about the fi nal outcomes as well as the changes in outcomes 
with respect to a target outcome, they are impatient in that they prefer instant gratifi ca-
tion, and they care about being treated fairly (see Ho et al., 2006 for a comprehensive 
review).
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